
   
 

Abstract 
Wind energy, with an annual growth of about 30%, represents one of the fastest growing renewable 
energy sources. Continuous long-term monitoring of wind turbines can greatly reduce maintenance 
and repair costs, ensure structural safety, extend operational life, and, ultimately, improve the 
profitability of wind turbines. A decentralized wind turbine monitoring system has been developed 
and installed on a 500 kW wind turbine in Germany. During its operation, temporary malfunctions of 
the installed sensing units have been observed. If not detected in a timely manner, these malfunctions 
can lead to the loss of important monitoring data. To monitor the installed sensors, autonomous 
software based on multi-agent technology has been developed and modularly integrated into the 
monitoring system. Since the initial deployment of the autonomous software in 2009, various sensor 
malfunctions have autonomously been detected, and email notifications were automatically composed 
and immediately issued to the responsible personnel by the autonomous software. As a result, 
appropriate actions, such as replacing or remotely restarting malfunctioning sensing units, were 
undertaken in a timely fashion by the responsible engineers. 

Keywords: Structural Health Monitoring, Fault Detection, Autonomous Software, Multi-Agent 
Technology, 2nd Level Monitoring, Wind Turbines 

1 Introduction 
Wind energy, considered to be safe, inexpensive and clean, is one of the fastest growing renewable 
energy resources (Bloomberg, 2011). According to the World Wind Energy Association, wind energy 
systems are currently used for power generation in 83 countries, 52 of which having increased their 
totally installed wind energy generation capacity in 2010 (WWEA, 2011). In total, the worldwide 
capacity has reached the potential of 196,630 MW in 2010, and is estimated to exceed 600,000 MW 
in 2015, and 1,500,000 MW in 2020. 

When installing wind turbines, key considerations are their availability, reliability, and profitability. 
In this context, the necessity of deploying structural health monitoring (SHM) systems on wind 
turbines has been recognized (BMJ, 2009; MIWF, 2009). Main motivations for installing SHM 
systems are to ensure the long-term structural integrity and the operational functionality of wind 
turbines; both can be facilitated by systematically monitoring the condition of structural members 
and/or mechanical components with respect to potential damages and deteriorations.  

In an ongoing research project funded by the German Research Foundation (DFG) at the Ruhr-
University Bochum (Hartmann and Höffer, 2010), a decentralized real-time SHM system has been 
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designed, implemented, and installed on a 500 kW wind turbine in Germany. The SHM system 
couples different information and communication technologies and provides automated data 
acquisition, data storage and data interrogation functionalities. In addition, it enables remote access to 
the monitoring data taken from the wind turbine including flexible data visualization, data analysis, 
and data export mechanisms. 

During the operation of the system, it has been observed that temporary malfunctions occurred, 
affecting the performance and the reliability of the system. Malfunctions of a SHM system or 
breakdowns of sensor components can lead to undesirable interruptions of the data acquisition, 
degrading data quality considerably (Besnard, 2009; Hameed et al., 2009; Nilsson and Bertling, 2007). 
The causes for such malfunctions are manifold, e.g. communication problems when using long-
distance lines, temporary power outages that affect the computer systems or simply hardware 
problems of the data acquisition units due to extreme weather conditions. Evidently, if not detected 
timely the malfunctions might cause the loss of valuable monitoring data. 

To overcome such drawbacks, autonomous software is implemented and integrated into the 
existing SHM system. Based on multi-agent technology, the autonomous software is designed to 
automatically detect malfunctions of the entire SHM system and its components and to immediately 
send out alerts for remediation (“2nd level monitoring” or “monitoring the monitoring”). This paper 
first presents the decentralized real-time SHM system installed on the wind turbine. The design and 
the implementation of the agent-based autonomous software and its integration into the existing SHM 
system are described. Finally, the operation of the autonomous software is presented to demonstrate 
the practicability and the reliability of the SHM system. 

2 A decentralized wind turbine monitoring system 
For the continuous monitoring of a 500 kW wind turbine, a decentralized real-time SHM system is 
designed and prototypically implemented. The SHM system consists of two subsystems, (i) an on-site 
hardware system and (ii) a decentralized remote software system (Figure 1). Installed in the observed 
wind turbine, the on-site hardware system includes sensors, data acquisition units (DAUs), and a local 
computer (on-site server). Remotely connected to the hardware system, the software system is 
composed of software modules that are designed to continuously execute relevant monitoring tasks, 
such as storing and converting the monitoring data collected from the wind turbine. Both subsystems 
are briefly described in the following subsections. 

2.1 On-site hardware system 
The on-site hardware system is implemented to collect structural and environmental data for assessing 
the performance and the condition of the wind turbine tower. For that purpose, the wind turbine is 
instrumented with sensors that are installed both inside and outside the tower as well as on the 
foundation of the wind turbine. The sensors are controlled by the data acquisition units which are 
connected to the on-site server located in the maintenance room of the wind turbine. 

In detail, six inductive displacement transducers, type HBM-W5K, are mounted at two different 
levels inside the tower. The displacement transducers are complemented by Pt100 resistance 
temperature detectors to capture temperature influences on the displacement measurements. 
Additional temperature sensors are placed at two other levels inside and outside the tower to measure 
temperature gradients. For the temperature data acquisition, three 4-channel Picotech RTD input 
modules PT-104 are installed and, through RS232 to USB interface converters, connected to the on-
site server. In addition, six three-dimensional PCB-3713D1FD3G piezoelectric accelerometers, 
manufactured by PCB Piezotronics, are placed at five levels in the tower. At the foundation of the 
wind turbine, three single-axis PCB-393B12 piezoelectric seismic accelerometers are installed. For 



   
 

acquiring wind information, a Metek USA-1 ultrasonic anemometer is mounted on a telescopic mast 
next to the wind turbine. 

 

 
Figure 1. Architecture of the SHM system. 

2.2 Decentralized remote software system 
The data collected and pre-processed by the on-site hardware system is forwarded to the decentralized 
remote software system using a permanently installed DSL connection. The purpose of the software 
system is to automatically perform data archival and data processing tasks such as condensing, 
converting and storing the acquired data sets. The software system allows authorized users to 
remotely access the SHM system independent of their place of work. It comprises (a) server systems 
for on-line data synchronization, data conversion and data transmission, (b) RAID-based storage 
systems for periodic backups, and (c) a MySQL database for persistent data storage. 

Remote access to the data is provided in two ways: through a web interface and through a direct 
database connection. The web interface offers GUIs for remotely visualizing, exporting and analyzing 
the monitoring data, while the database connection allows accessing the data directly, for example by 
software programs and other tools. To illustrate the remote access to the SHM system using the web 
interface, Figure 2 exemplarily shows parts of the GUIs visualizing monitoring data collected during 
24 hours on October 22, 2010. In Figure 2a, a typical acceleration time history, recorded from the 
wind turbine tower at the 21 m level, is displayed. Figure 2b-d, respectively, show a displacement 
time history, temperature data, and wind speed measurements recorded during the same 24-hour 
period. In addition to visualizing the monitoring data, functionalities to remotely analyze the data sets 
are provided by the web interface. The web interface and the direct database connection provide the 
basis for further monitoring tasks such as damage detection, localization, and lifetime estimation of 
the wind turbine. 



   
 

 
(a) Horizontal acceleration of the tower at 21 m. 

 
(b) Displacement of the tower at 21 m. 

 
(c) Temperature inside the tower at 21 m. 

 
(d) Wind speed. 

Figure 2. Data sets remotely accessed via the web interface provided by the SHM system (collected  
during 24 hours on October 22, 2010). 

2.3 Malfunctions recognized during operation 
Figure 3 elucidates a typical malfunction of one of the temperature DAUs observed during operation 
of the SHM system. As can be seen from Figure 3, the malfunction is implicitly indicated by 
anomalies within the data sets; the malfunction is characterized by a large number of equal 
measurements due to an internal system crash of the DAU at the time t0. As a result, the DAU is 
unable to record and store the actual temperature measurements. Instead, the last normally collected 
value (sensed before the occurrence of the malfunction) is stored repeatedly by the DAU. 

 

  

Figure 3. Visual and numerical representation of a DAU malfunction. 
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3 Autonomous software for malfunction detection – 2nd level monitoring 
The purpose of the autonomous software, which is integrated into the SHM system in the form of a 
multi-agent system, is to automatically detect malfunctions in the DAUs. Furthermore, it informs the 
responsible individuals immediately about the defects so that the affected DAUs can be replaced or 
remotely restarted in a timely manner. The agent-based paradigm has been chosen as a technological 
basis for the implementation of the self-detection and self-management functions because software 
agents are capable of flexibly carrying out autonomous actions in cooperation with each other. 
According to Wooldridge and Jennings (1995), software agents are characterized by the following 
properties: 
 
•  Autonomy: software agents act without direct intervention of humans or other software systems, 

and have control over their internal states; unlike objects, software agents decide for themselves 
whether or not to perform an action upon request from another agent or human user 

•  Social ability: to achieve their goals, software agents are capable of interacting with other agents 
(and possibly with humans) via cooperation, coordination, and negotiation 

•  Reactivity: software agents perceive their environment (e.g. a SHM system) and respond timely to 
events and changes that occur in it 

•  Pro-activeness: software agents do not simply respond to external stimuli, but take the initiative 
and apply self-contained, goal-directed behavior 

 
The multi-agent system, in detail, includes a number of collaborating software agents implemented to 
accomplish the tasks required for malfunction detection. (It should be noted that software agents can 
also be employed to autonomously execute other monitoring tasks such as damage detection of the 
wind turbine, which is, however, not addressed in this paper.) First, the multi-agent system hosts two 
special agents, namely the “Agent Management System (AMS) agent” and the “Directory Facilitator 
(DF) agent”. Whereas the AMS agent is responsible for the overall management actions, the DF agent 
implements a sort of yellow page service, allowing an agent to advertise its services and, vice versa, 
to look up services provided by other agents needed to cooperatively accomplish a specific 
monitoring task. The AMS and DF agents together provide the overall configuration description of the 
multi-agent system. Furthermore, specific agents are included in the multi-agent system: an 
“interrogator agent” implemented for analyzing the monitoring data with respect to malfunctions, and 
a “mail agent” for sending notifications to the responsible individuals. 

3.1 Data interrogator agent 
The data interrogator agent analyzes the monitoring data collected by the DAUs to detect 
malfunctions. As described in the example in Figure 3, a typical malfunction of a temperature DAU is 
characterized by a large number of equal measurements. To detect such an anomaly, the interrogator 
agent at certain time intervals extracts and analyzes the temperature data sets stored in the centralized 
MySQL database (Smarsly et al., 2010). 

The connection to the database as part of the software system is established through a 
programming interface based on the Java Database Connectivity (JDBC). The JDBC is an industry 
standard for database-independent connectivity between Java applications, such as the software agents, 
and various database systems. The security of database requests and data transmissions is provided by 
the database system, i.e. the MySQL database, which requires password and username as well as 
secure drivers that the agent, like a human user, needs to specify. 



   
 

3.2 Mail agent 
Once a malfunction is detected, the engineers in charge are immediately notified. On behalf of the 
interrogator agent, notifications are issued by the mail agent via an agent-based email messaging 
service in a two-step process. In the first step, the mail agent collects all relevant data from the 
monitoring system that is necessary for composing the emails, i.e. the mail agent creates the emails 
using the information about the observed anomaly that is provided by the interrogator agent. In 
addition, metadata, such as addresses of the recipients and the email server to be used, is acquired for 
the automated emailing. This metadata is stored in configuration files located in the multi-agent 
system. In other words, the email content is assembled based on the anomaly information received 
from the interrogator agent and the email header is automatically created based on the metadata 
obtained by the mail agent from the configuration files resided in the multi-agent system. As soon as 
the emails are composed, they are sent by the mail agent to the email clients (the individuals 
responsible for the malfunctioning devices). Secure email messages are ensured by username- and 
password-based authentications to be specified by the mail agent when trying to access the mail server. 

3.3 Extensibility and decentralization 
The multi-agent system can easily be extended to accommodate additional functions. For example, 
self-detections of other types of malfunctions (that are not characterized by a large number of 
identical values) or interrogations of further monitoring data (such as acceleration data) can be 
implemented as additional specialized agents that are integrated into the multi-agent system. Also, 
damage detection algorithms, e.g. using fast Fourier transforms or autoregressive models, can be 
included in the multi-agent system as software agents. Being “wrapped” by an agent, software 
packages, such as MATLAB, can further be integrated into the multi-agent system. 

The multi-agent system described herein is implemented in compliance with the specifications 
issued by the Foundation for Intelligent Physical Agents (FIPA) to ensure extensibility and 
interoperability. FIPA, the IEEE Computer Society standards organization for agents and multi-agent 
systems, promotes agent-based technology, interoperability of agent applications, and interoperability 
with other technologies. The FIPA agent communication specifications (FIPA, 2002), for example, 
ensure a common understanding of two or more communicating agents based on the FIPA Agent 
Communication Language (ACL) as used for the communication within the multi-agent system. 

4 Validation of the agent-based approach 
The multi-agent system is integrated into the existing SHM system to autonomously monitor the 
temperature DAUs instrumented on the wind turbine. The SHM system and the multi-agent system 
are installed at different geographical locations as follows: 
 
•  The on-site hardware system (including sensors, DAUs and on-site computer) is installed at the 

wind turbine located in Dortmund (Germany). 
•  The components of the decentralized software system including the MySQL database system, 

reside on different computers at the Institute for Computational Engineering at the Ruhr-University 
Bochum (Germany). 

•  For the validation tests, the multi-agent system is distributively located at different institutes: the 
interrogator agent and the mail agent for detecting malfunctions and generating alerts are located at 
Stanford University (USA) while the email server, used by the mail agent at Stanford University, 
is situated at the Ruhr-University Bochum1. 

                                                      
1 For long-term operation, the multi-agent system has been installed at the Institute for Computational Engineering in Bochum. 



   
 

For malfunction detection of the temperature DAUs, the interrogator agent is adjusted such that, based 
on experience, 150 consecutive equal values signal a malfunction. Figure 4 shows two malfunctions 
detected from the data sets by the data interrogator agent in July, 2010, (Figure 4a) and in November, 
2011, (Figure 4b). Corresponding to the agent interaction described above, the mail agent generates an 
email alert to notify the authorized engineers immediately about the malfunction so that appropriate 
measures can be taken in order to avoid the loss of valuable monitoring data. Figure 4c reflects the 
detailed email information on the detected malfunction generated and sent by the multi-agent system. 

 

 
(a) Malfunction occured on July 19, 2010 
 (affected sensors: T5, T6, T7, T8). 

 
(b) Malfunction occured on November 5, 2011 
 (affected sensor: T1). 

 
(c) Excerpt of an email notification sent in 
 consequence of the malfunction shown in Fig. 4b. 

Figure 4. Visual representation of two detected malfunctions and email notification generated and sent by the 
multi-agent system. 

5 Conclusions 
The implementation and the deployment of autonomous software for malfunction detection of a SHM 
system have been presented. The autonomous software, based on multi-agent technology, has been 
integrated into an existing decentralized SHM system, which is deployed for continuous real-time 
monitoring of a 500 kW wind turbine. Since its initial deployment in December, 2009, the agent-
based autonomous software is in continuous operation and has reliably detected all malfunctions 
occurred. Once having detected a malfunction of a sensing unit, the autonomous software has 



   
 

immediately notified the responsible engineers by email, whereupon the affected sensing units were 
remotely restarted in a timely manner. The ability to automate the (2nd level) monitoring of the SHM 
system and its components is important to ensure the reliability and integrity of the overall system. 

This work has demonstrated that multi-agent technology can be flexibly deployed for long-term 
monitoring practice. Software agents, because of their modularity and extensibility, can be installed 
on any computer external to the SHM system. Representing another distinct advantage, various 
algorithms for malfunction detection and for further monitoring functions (e.g. damage detection of 
the wind turbine) can easily be embedded into the software agents and added into the SHM system. In 
short, the multi-agent approach has proven to be a promising paradigm for the implementation of 
autonomous software in structural health monitoring. 
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