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Abstract. With an annual growth rate of about 30%, wind energy systems, such as wind turbines, represent one of the fastest growing renewable energy technologies. Continuous structural health monitoring of wind turbines can help improving structural reliability and facilitating optimal decisions with respect to maintenance and operation at minimum associated life-cycle costs. This paper presents an integrated monitoring system that is designed to support structural assessment and life-cycle management of wind turbines. The monitoring system systematically integrates a wide variety of hardware and software modules, including sensors and computer systems for automated data acquisition, data analysis and data archival, a multiagent-based system for self-diagnosis of sensor malfunctions, a model updating and damage detection framework for structural assessment, and a management module for monitoring the structural condition and the operational efficiency of the wind turbine. The monitoring system has been installed on a 500 kW wind turbine located in Germany. Since its initial deployment in 2009, the system automatically collects and processes structural, environmental, and operational wind turbine data. The results demonstrate the potential of the proposed approach not only to ensure continuous safety of the structures, but also to enable cost-efficient maintenance and operation of wind turbines.
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1. Introduction

The worldwide energy demand is rapidly increasing. According to the U.S. Energy Information Administration, the world energy consumption will increase by 53% between 2008 and 2035 (EIA, 2011). The most rapid growth in energy demand will occur in non-OECD nations where, driven by strong long-term economic growth, the energy use will increase by 85% between 2008 and 2035. Given the depletion of non-renewable, natural resources such as coal, oil, and natural gas, it becomes apparent that “green” energy systems, harnessing renewable resources, are critical to meet the enormous worldwide energy demand. Financial investments in renewable energy systems have significantly increased in recent years (Feinberg, 2011). For example, in 2010 the worldwide investments in renewable energy technologies, compared with 2009, have increased by 30% to $243 billion. The major portion was spent by China with $54 billion, followed by Germany with $41 billion, and the United States with $34 billion (Schneider et al., 2011). According to the World Wind Energy Association, wind energy systems are currently used for power generation in 83 countries, 52 of which having increased their totally installed wind energy generation capacity in 2010 (WWEA, 2012). All in all, the worldwide capacity has reached 237 GW in 2011 and is estimated to exceed 500 GW in 2015, and 1,000 GW in 2020.

Key considerations when installing wind turbines are their availability, reliability, and profitability. Generally speaking, larger wind turbines may potentially have higher failure rates and incur more downtime compared to smaller turbines. Since state-of-the-art wind turbines are continuously growing in size, the downtime caused by failures may – depending on the failure type – engender significant productivity and economic loss (Ribrant and Bertling, 2007; Echavarria et al., 2008). Therefore, extensive research has been conducted in recent years to enhance the reliability of wind turbines for the purpose of reducing operation, repair, and maintenance costs (Lu et al., 2009; Amirat et al., 2007). Structural health monitoring (SHM) systems have been installed on wind turbines to facilitate damage detection and safety assessment of the wind turbines and wind turbine components (Swartz
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et al., 2010). By deploying SHM systems for long-term monitoring of wind turbines, maintenance and repair work can be scheduled promptly and economically, and the downtime of wind turbines can be drastically reduced.

Wind turbine monitoring represents a fertile cross-disciplinary research area comprising several research directions that involve various sophisticated technologies (Ciang et al., 2008; Hyers et al., 2006). For example, Rolffes et al. (2006) have used numerical modeling for damage detection; the researchers have instrumented wireless SHM systems on several wind turbines for collecting structural data to be used as the basis for damage detection (Rolffes et al., 2007). Many research projects focus on monitoring of specific components (or structural parts) of a wind turbine, such as rotor blades or wind turbine tower (Hameed et al., 2009). Considering the wind turbine tower, Avendano-Valencia et al. (2011) have introduced non-stationary parametric time-dependent autoregressive models for in-operation system identification of wind turbine structures. Hartmann and Höffer (2010) are investigating lifetime prediction strategies for wind turbine structures; specifically, a wind turbine tower has been instrumented with an array of sensors for long-term monitoring. The sensor system is connected to an Internet-enabled, decentralized monitoring framework that continuously processes the data sets collected from the structural system, which are then used for lifetime prediction of the wind turbine (Hartmann et al., 2011).

Among the requirements for accurate structural assessment and economic life-cycle management of a wind turbine is the reliable acquisition of long-term monitoring data. The data sets, which include structural responses, environmental quantities as well as operational parameters, serve as the basis not only to detect structural or operational anomalies, but also to create and update numerical and life-cycle models of the wind turbine. Therefore, the availability of a SHM system and the permanent acquisition of monitoring data with minimum interruptions are important. It is well known that malfunctions of a SHM system or breakdowns of data acquisition units and sensors can lead to undesired interruptions of the data acquisition affecting the monitoring quality considerably (Besnard, 2009; Hameed et al., 2009; Nilsson and Bertling, 2007). However, most current real-time SHM systems are not designed for fault-tolerant behavior and can suffer from component failures and system malfunctions.

This paper presents an integrated monitoring system for life-cycle management of wind turbines, which is capable of self-detecting system malfunctions and enables a reliable acquisition of sensor data needed for assessing the structural condition and operational efficiency of the wind turbine. The integrated monitoring system, as shown in Fig. 1, consists of five basic subsystems installed at spatially distributed locations.

i. An on-site hardware system, composed of sensor components, data acquisition units and a local computer (on-site server), is installed on the wind turbine to continuously collect structural, environmental, and operational data.

ii. A decentralized software system, which is remotely connected to the on-site hardware system, persistently stores the data acquired by the on-site hardware system and provides remote access to the data sets.

iii. A multiagent-based self-diagnostic system, capable of self-detecting system malfunctions and sensor breakdowns, ensures a reliable operation of the integrated monitoring system.

iv. A model updating framework provides computational models of the wind turbine structure, which are continuously updated by means of system identification based on the sensor data from the decentralized software system.

v. A management module is devised to support the wind turbine life-cycle management through remote analyses of structural, environmental, and operational wind turbine data.

Each of the modular subsystems listed above is described in details in the following sections. Examples are shown using the long-term monitoring data taken from a wind turbine, on which the integrated monitoring system has been installed in 2009. The paper concludes with a brief summary and an outlook on future research.
2. On-Site Hardware System

The on-site hardware system is installed on a 500 kW wind turbine in Germany (Fig. 2). The wind turbine tower, a zinc-coated steel shaft bolted to a concrete foundation, has a hub height of 65 m. The on-site hardware system is installed inside and outside the tower and comprises of a network of sensors, data acquisition units, and an on-site server. As shown in Fig. 3, six three-dimensional accelerometers (labeled B₁ to B₆), type PCB-3713D1FD3G, are mounted on five different levels on the inner surface of the wind turbine tower. The sensitivity of the accelerometers is 700 mV/g with a measurement range of ±3.0 g and a frequency range between 0 and 100 Hz. Three additional accelerometers (labeled B₇ to B₉) are placed at the foundation of the wind turbine. Since very small accelerations are expected at the foundation, single-axis piezoelectric seismic ICP accelerometers, type PCB-393B12, with a sensitivity of 10,000 mV/g are used; their measurement range is ±0.5 g.

Six inductive displacement transducers HBM-W5K (labeled W₁ to W₆) with a range of 5 mm are mounted at the levels of 21 m and 42 m inside the tower. To account for temperature influences on the displacement measurements, the inductive displacement transducers are complemented by RTD surface sensors Pt100 (labeled T₁ to T₆) capable of measuring temperature from −60 °C to +200 °C. Additional temperature sensors (labeled T₇ to T₁₀) are placed inside and outside the tower to measure temperature gradients. For recording 3-dimensional wind data, a Metek USA-1 ultrasonic anemometer is mounted on a telescopic mast adjacent to the wind turbine (Fig. 4a). Measuring at sampling rates up to 50 Hz, the ultrasonic anemometer records horizontal wind directions (0…360°) as well as horizontal and vertical wind speeds (from 0 to 60 m/s). Furthermore, the anemometer collects air temperature measurements (with a range from −40 °C to +60 °C).
To automatically collect and process the structural and environmental data, two types of data acquisition units (DAUs) are installed in the wind turbine. Each DAU is connected to the on-site server, which is also placed inside the wind turbine (Fig. 4b). For the acquisition of temperature data, three 4-channel Picotech RTD input modules PT-104 are deployed. The input modules are connected to the on-site server via RS232 to USB interface converters. For the acquisition of acceleration and displacement data, four Spider8 measuring units are used. Each Spider8 unit has separate A/D converters ensuring simultaneous measurements at sampling rates between 1 Hz and 9,600 Hz. All data sets, being sampled and digitized, are continuously forwarded from the DAUs to the on-site server for temporary storage. In addition to the structural and environmental sensor data collected by the DAUs, operational wind turbine data, such as power production and rotational speed, is taken directly from the wind turbine’s internal supervisory control system. In addition, a nacelle-mounted cup anemometer provides continuous wind speed measurements at 67 m height. Further details on the wind turbine instrumentation can be found in Lachmann et al. (2009).
3. Decentralized Software System

The decentralized software system is installed on different computers at the Institute for Computational Engineering (ICE) in Bochum, Germany. The software system is designed to serve two basic purposes: First, it provides a persistent storage for the data sets taken from the wind turbine supporting automated data management and processing; second, it includes a set of program modules enabling remote access to the integrated monitoring system.

As described previously, monitoring data collected from the wind turbine is stored temporarily on the on-site server, which creates local backups of all recorded data sets in periodic intervals. The collected raw data, referred to as “primary monitoring data”, is transmitted from the on-site server through a permanently installed DSL connection to a main server at ICE. The data transmission is automatically executed by a “Cron” job scheduler, which is a time-based Unix utility running on the on-site server to ensure the periodic execution of tasks according to scheduled time intervals. On the main server at ICE, the primary monitoring data is converted into “secondary monitoring data” that is easily interpretable by human users. The secondary monitoring data is backed up in a RAID-based storage system and then persistently stored in a MySQL database system installed at ICE. Once the data is successfully converted and stored in the database, an acknowledgement is sent from the main server at ICE to the on-site server in the wind turbine, whereupon the respective primary monitoring data on the on-site server is deleted. During the conversion process, all data sets involved are automatically “locked” and cannot be accessed by software programs or by human users in order to avoid inconsistencies. The data conversion is done at the main server using the open-source tool “Pentaho Data Integration” (Roldan, 2009; Castors, 2008). Performance tests validating the automated data conversion process are documented in Smarsly and Hartmann (2009a, 2009b, 2010) and Smarsly et al. (2012).

Once being stored in the MySQL database system at ICE, the secondary monitoring data is available to remotely connected and authorized human users as well as software programs for further data analyses. With respect to the database structure, two database tables “pt104” and “spider8” are defined, which correspond to the two types of DAUs, the PT-104 modules and Spider8 measuring units, installed in the wind turbine. A third database table, named “usa”, is used to manage the secondary monitoring data originating from the USA-1 ultrasonic anemometer. Each field in a database table represents one sensor connected to the DAU. During the automated conversion process, “tertiary monitoring data” summarizing the basic statistics of the data sets, such as quartiles, medians and means, is computed at different time intervals Δt, and stored in the MySQL database system. As an example, Fig. 5 shows the database table “usa_3” which summarizes the data sets collected by the USA-1 anemometer over time intervals of every 3 seconds (Δt = 3 s) as indicated by the suffix “_3”. Further statistics of the data sets are also summarized at 60 seconds, 6 minutes, 10 minutes, 30 minutes, and 6 hours. The recorded monitoring data – both secondary and tertiary monitoring data – serves as the data source used for analyzing the structural and operational states of the wind turbine.

![Fig. 5 Tertiary monitoring data composed of characteristic values (database structure)](image-url)
The secondary and tertiary monitoring data is available to authorized human users and software programs via remote connections to the MySQL database system. In addition, a web interface is available, which provides a graphical user interface (GUI) and functions for remotely visualizing, analyzing, and downloading the monitoring data. The web interface, also installed at ICE in Bochum, is implemented as a web service written in Java. The web service is based on Adobe Flex, an open-source framework for developing Rich Internet Applications (RIAs) using the Adobe Flash platform (Adobe, 2007; Polanco and Pedersen, 2009). Fig. 6 depicts the GUI of the web interface that enables remote access to the integrated monitoring system. As shown in the left pane of the figure, the monitoring data is graphically displayed, as selected by the user through the checkboxes on the menu list in the control panel on the right hand side. Here, a time history of acceleration data over 24 hours is exemplarily displayed, collected by a Spider8 measuring unit through a 3D accelerometer (sensor B1). Using the control panel, the user can select the monitoring data collected by specific sensors, specify the time intervals to be plotted, conduct online data analyses, and export the data sets. From the selected sensor data in the illustrative example, it can be seen that the acceleration response varies significantly in the 24-hour time frame, which is due to the diurnal variations in the wind field acting on the wind turbine (Park et al., 2013).

Fig. 6 Remote visualization of monitoring data through the GUI provided by the web interface

4. Multiagent-Based Self-Diagnostic System

A multi-agent system is designed for detecting malfunctions of the integrated monitoring system. If not detected timely, malfunctions of sensors and DAUs may cause interruptions in data acquisition, entailing the loss of valuable monitoring data affecting reliability and availability of SHM systems. Typical reasons for such malfunctions of real-time SHM systems include communication problems due to long-distance lines, breakdowns of sensors or temporary power blackouts that affect the computer systems. The multi-agent system, once a malfunction is observed, reacts in time to enable corrective actions and informs the responsible individuals through email alerts about the malfunctions. The affected DAUs or sensor components can be restarted remotely or replaced immediately.

Multi-agent systems have proven their efficiency and reliability in a number of decentralized engineering applications (Mittrup et al., 2003; Bilek et al., 2003; Smarsly et al., 2011). Multi-agent systems are composed of multiple interacting software components, referred to as “software agents”, which can be characterized by two basic capabilities: Software agents are capable of acting autonomously and flexibly, which makes multi-agent technology well suited for implementing decentralized, real-time SHM applications. The term “autonomous” describes an agent’s ability to control its actions, to operate without any direct intervention by humans or other software systems, and to decide independently which actions are appropriate in order to achieve prescribed goals (Wooldridge, 2009; Russell and Norvig 1995). In addition, a software agent possesses a set of “flexible” features as listed below (Wooldridge and Jennings, 1995; Jennings and Wooldridge, 1998).

- **Reactivity**: Software agents perceive their (monitored) environment and respond timely to environmental changes.
- **Proactiveness**: Instead of solely acting in response to changes in their environment, software agents take initiative and show goal-directed behavior.
- **Social ability**: Software agents are capable of interacting and cooperating with other software agents, and with human users as well, to perform a specific task in order to achieve their goals. In addition to exchanging data, as in conventional object-oriented software engineering, software agents have the ability to communicate using formally defined languages and ontologies.
The most relevant agent-based feature for autonomous malfunction detection within the integrated structural health monitoring system is reactivity: When a malfunction happens in the monitored environment (i.e. in the monitoring system), the software agents, in cooperation with each other, have to detect the malfunction, to analyze it, and to react in real time by executing appropriate actions such as generating email alerts to notify the responsible individuals.

The multi-agent system, installed at ICE in Bochum, is developed using the Java Agent Development Framework JADE and is implemented in accordance with the standards of the IEEE Foundation for Intelligent Physical Agents (FIPA) (Bellifemine et al., 2003, 2004, 2007). The multi-agent system hosts several software agents, two of which are responsible for administration purposes. First, the “agent management system (AMS) agent” exerts supervisory control over the multi-agent system and maintains a directory of all software agents. Second, the “directory facilitator (DF) agent” implements a yellow page service, allowing the software agents to advertise their services and to look up services offered by other agents. In addition to the agents responsible for administration tasks, a “data interrogator agent” is implemented for malfunction detection, and a “mail agent” for sending email alerts to the responsible individuals.

To detect malfunctions, the data interrogator agent analyzes the secondary monitoring data collected by the DAUs, which is stored in the monitoring database. Typically, DAU malfunctions that cause interruptions of the data acquisition process are implicitly indicated by anomalies in the data sets. One pattern that captures a plenitude of different malfunctions can be described by an unusually large number of consecutive identical sensor measurements, i.e. erroneously constant values, stored repeatedly instead of the actual measurements. To detect such an anomaly, the data interrogator agent extracts and analyzes the measurements stored in the monitoring database. For that purpose, a set of configuration files specifying interrogation parameters, database URL, database driver, sensor specification, interrogation intervals, etc., is predefined and stored in the multi-agent system (Smarsly et al., 2012). The agent-based connection to the monitoring database is realized through Java Database Connectivity (JDBC), an industry standard for database-independent connectivity between Java applications, such as software agents, and various database systems. Even though the monitoring database as well as the multi-agent system is installed within the same (secured) computer network at the ICE in Bochum, the security of database requests and data transmissions is further ensured by security mechanisms provided by the MySQL database system, which requires password and username as well as secure drivers to be specified by the data interrogator agent.

Once the data interrogator agent has detected an anomaly, the individuals are immediately notified by the mail agent. The interaction between the data interrogator agent and the mail agent carried out for email notification is shown in Fig. 7. Upon receiving a message from the data interrogator agent, the mail agent collects all data necessary for composing the emails from the monitoring system. Metadata required for sending the emails (such as email server to be used or email addresses of the individuals responsible for the malfunctioning devices) is stored in configuration files also located in the multi-agent system. The email content, i.e. details on the malfunction detected, is implicitly provided by the data interrogator agent. To ensure secure email messages, the mail agent, similar to a human user, is user- and password-authenticated when trying to access the email server. Upon sending the emails, the mail agent, finalizing the agent interaction, informs the data interrogator that the emails have been sent.

Fig. 7 FIPA-compliant agent interaction executed for email notification
Since its initial deployment in 2009, the multi-agent system has reliably detected the malfunctions occurred and has notified the human individuals via email alerts. To illustrate its operation, the detection of a malfunction of a temperature DAU as occurred on August 12, 2012, is shown in Fig. 8. As can be seen from Fig. 8, identical temperature measurements have been repeatedly stored by the DAU for a long period of time. As a direct consequence of the anomaly, the responsible engineers have instantaneously been informed by the multi-agent system via email. Fig. 9 shows an excerpt of the corresponding email, assembled and sent by the mail agent, which includes detailed information about the anomaly. An internal system malfunction in a DAU (one of the PT-104 input modules installed in the wind turbine) was identified as the cause and the engineers, after having received the email alert, remotely restarted the DAU in a timely manner.

5. Model Updating

One key feature of the integrated monitoring system is the coupling of numerical wind turbine models and actual monitoring data taken from the physical structure. Finite element models of the wind turbine (including blades, nacelle, tower, and foundation) are created and validated using the recorded monitoring data. The model parameters are varied until the wind turbine model approximates the behavior of the physical wind turbine structure. For that purpose, the optimization framework “Multi-method Optimization PACKage (MOPACK)”, developed at ICE, is used (Nguyen et al. 2010).
5.1 Finite Element Modeling of the Structural Wind Turbine System

In this study, the ANSYS finite element software is deployed to model the structural and dynamic behavior of the wind turbine (ANSYS, 2011). Two finite element models of the wind turbine are developed. As shown in Fig. 10, the first finite element model includes the wind turbine tower and the rotor blades. Also, details of the structure, such as connection flanges between individual tower segments and the tower entrance door, are captured. The tower elements are modeled with three-dimensional 8-node finite shell elements (ANSYS-SOLSH190 elements), while the rotor blades are composed of multi-level shell elements (ANSYS-SHELL99 elements) to represent the sandwich character of the blades. Since blade design is often considered proprietary information by the wind turbine manufacturers, this study assumes that the entire cross-section of the rotor blades is made of fiber-glass reinforced material (Baumgart, 2001). The outer skin panel of the rotor blades has a sandwich construction, and the inner parts of the blades are characterized by longitudinal struts stiffening the blades against shear stresses. All together, the complex 3D finite element model, which is intended to provide a highly accurate and realistic model of the wind turbine structure, consists of about 4,000 elements.

The second (simplified) finite element model (Fig. 11) includes only the wind turbine tower and rotor blades and is primarily composed of 3D beam elements (ANSYS-BEAM44 elements). In addition, the weight of the nacelle is captured by an extra mass placed on top of the tower. Assuming continuous elastic support for the ground, the behavior of the wind turbine foundation and the soil is modeled as an elastic foundation. In total, the simplified finite element model is composed of only 23 beam elements for the tower and 20 beam elements for the rotor. The reduced model is necessary and mandatory for the subsequent system identification because of computational demands. A verification process is conducted with the two finite element models to ensure that the modal characteristics of the simplified beam model match with those of the complex shell model. The determination of the relevant modal parameters using the first model takes about 3 hours, while the calculations using the second model take about 10 minutes.
5.2 Determination of Modal Parameters and System Identification

The determination of modal parameters is accomplished by modifying the properties of the finite element models, such as stiffnesses, masses, geometries, elements of the inertia tensor, and damping values. These modifications are repeated until the computed structural responses of the models, e.g. accelerations, velocities and displacements, approximate closely the measured responses of the monitored wind turbine. If the approximation problem is posed as an optimization problem minimizing the differences between the computed and measured responses, the problem becomes an inverse or system identification problem with a moderate number of optimization variables.

In the integrated monitoring system, the numerical solution of the inverse problem is carried out by minimizing the difference between (a) the structural response data calculated from the second finite element model through finite element analysis (FEA) and (b) the corresponding structural response data determined from the actual measurements taken from the wind turbine. For determining the modal parameters of interest from the finite element model (natural frequencies and bending modes), free vibration analyses are conducted in ANSYS. By contrast, the calculation of the modal parameters from the actual measurements is based on Operational Modal Analysis (OMA). The objective of OMA, also known as Output-Only Modal Analysis, is to determine modal parameters based on the system responses without knowledge about the excitation input. For the wind turbine, the excitation input, i.e. the wind loading, can not be measured accurately and is therefore assumed to be Gaussian white noise.

The OMA-based modal analyses are performed using the commercial software “ARTeMIS Extractor” (SVS, 2011). Specifically, two OMA methods are used: (i) The Enhanced Frequency Domain Decomposition Method (EFDD) in the frequency domain and (ii) the Stochastic Subspace Identification Method (SSI) in the time domain. As illustrated in the previous sections, the system responses of the wind turbine needed for the OMA analyses, such as accelerations and displacements, are measured in real-time by the on-site hardware system and stored in the monitoring database being part of the decentralized software system. The system responses, as shown in Fig. 6, are remotely downloaded from the monitoring database in different time windows. Drifts in the accelerations due to temperature fluctuations are eliminated and the system responses are analyzed using ARTeMIS Extractor. Illustrating the first three bending modes of the wind turbine in the X-Z- and Y-Z-plane, Fig. 12 shows the analysis results of the measurement-driven EFDD and SSI method together with the FEA-based results predicted by the finite element model.
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Fig. 12 First three bending modes of the turbine in X-Z- and Y-Z-plane computed by FEA (black, full) and identified by EFDD (red, dotted) and SSI (blue, dash-dotted)

To investigate the validity of the implemented finite element models, Table 1 compares the model-predicted eigenfrequencies calculated from FEA with the measurement-driven EFDD and SSI calculations. In addition, Fig. 13 and Fig. 14 show the consistency between model-predicted and measurement-driven results using the Modal Assurance Criterion (MAC). MAC is a statistical indicator (Allemang, 2003) that assumes values between 0 (indicating no consistency) and 1 (indicating consistency). With values between 0.9636 and 0.9998, the diagonals of the MAC matrices tend towards 1, which indicates high correlation between the FEA-based eigenfrequencies and those based on the measurement data.

Table 1 Comparison of 6 parameters: Computed by FEA vs. identified by EFDD and SSI methods

<table>
<thead>
<tr>
<th>Mode</th>
<th>Computed</th>
<th>Measured (EFDD)</th>
<th>Measured (SSI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FEA</td>
<td>EFDD DiffEFDD</td>
<td>MAC FEA-EFDD</td>
</tr>
<tr>
<td>1</td>
<td>0.3599</td>
<td>0.3859 7.2</td>
<td>7.587 0.9984</td>
</tr>
<tr>
<td>2</td>
<td>0.3612</td>
<td>0.3860 6.9</td>
<td>7.561 0.9998</td>
</tr>
<tr>
<td>3</td>
<td>2.250</td>
<td>2.222 0.6</td>
<td>1.773 0.9905</td>
</tr>
<tr>
<td>4</td>
<td>2.437</td>
<td>2.226 8.7</td>
<td>1.907 0.9927</td>
</tr>
<tr>
<td>5</td>
<td>5.713</td>
<td>5.593 2.1</td>
<td>4.292 0.9809</td>
</tr>
<tr>
<td>6</td>
<td>6.258</td>
<td>5.832 6.8</td>
<td>3.627 0.9907</td>
</tr>
</tbody>
</table>

\( f = \) frequency, \( d = \) damping, \( \text{DiffEFDD} = |f_{FE} - f_{EFDD}| / f_{FE} \), \( \text{DiffSSI} = |f_{FE} - f_{SSI}| / f_{FE} \)

Fig. 13 MAC matrix: Comparison of eigenfrequencies from EFDD with FEA
5.3 Model Updating and Damage Detection

As demonstrated in the preceding subsection, the model-predicted and the measurement-driven modal parameters match almost exactly, i.e. the modal parameters calculated from the implemented finite element models correspond well with the measured responses, i.e. the assumed “unknown” physical parameters used in the finite element models correspond sufficiently with the properties of the real wind turbine. In this case, no further model updating is required. Otherwise, the parameters of the finite element models are repeatedly varied within an iterative optimization procedure until the differences are minimal or as small as prescribed.

With respect to the identification of deteriorations or damages, it should be noted that it can neither be anticipated nor be expected that any serious damage events have occurred to the 12-year old wind turbine within the limited time window of a 36-month research project. Therefore, in current research, synthetic damage patterns are imposed on the finite element wind turbine model to predict the structural response, which means that specified damage is systematically created, analyzed, and archived in a “damage catalog”. If deteriorations or damages occur to the real wind turbine in the future, the a priori created damage patterns allow a rapid and reliable damage assessment. The construction of the damage catalogue is briefly illustrated in the following paragraphs by the example of a specific damage scenario. In this damage scenario, the loosening of high-strength bolts of the connection flanges of the wind turbine tower is exemplarily shown. The damage scenario is mapped by introducing four stiffness reducing parameters that are the optimization variables of interest. Four parameters on the bending stiffnesses, apparently appropriate damage indicators, are introduced as shown in Fig. 15, because the tower consists of three individual segments that are joined to each other as well as to the foundation and to the nacelle. In other words, to simulate the deterioration behavior imposed by the loss of bolt pre-stressing, four suitable spring elements are introduced into the finite element model, at the height of the four flanges connecting the segments.

As noted by Zhang et al. (2007), besides a proper definition of the optimization variables, both the definition of a tailor-made objective function and a robust optimization procedure are prerequisite to model updating. In this paper, the objective function suggested by Bittner (2008) is adopted: Defining $x_i$ as the $i$th updating parameter, the model updating problem is a constrained non-linear optimization problem where $x = \{x_1, x_2, x_3, x_4\}$ are the optimization variables according to the damage scenario illustrated in Fig. 15. Focusing on the modal properties of the wind turbine – i.e. the natural frequencies $\omega_i$ and natural mode shapes $\phi_i$ – in a representative frequency range of the monitoring data, two error expressions are defined. The first error expression $\varepsilon_1(x)$ is defined as a function of the measured eigenfrequencies $\omega_{m,i}$ and the computed eigenfrequencies $\omega_{n,i}$ as denoted in Eq. (1). The second error expression $\varepsilon_2(x)$ is established using the aforementioned MAC values in terms of weighting factors, which represents the scalar error of the measured mode shapes $\phi_{m,i}$ and the computed mode shapes $\phi_{n,j}$ (Eq. 2).

$$\varepsilon_{1,i}(x) = \left| \frac{\omega_{m,i} - \omega_{n,i}(x)}{\omega_{n,i}} \right|$$ (1)

$$\varepsilon_{2,i}(x) = MAC(\phi_{m,i}, \phi_{n,j}(x))^2$$ (2)

Then, the objective function $f(x)$ to be minimized is given by
It can be seen that the objective function \( f(x) \) is non-linear as well as discontinuous representing a non-standard optimization problem to be solved. Evolution Strategies (ES) and Differential Evolution (DE) have been proven to be one of the most efficient optimization methods to solve non-linear, multi-modal and non-standard optimization problems (Bäck, 1996; Stangenberg et al., 2009). Both strategies are implemented in the aforementioned optimization framework MOPACK being part of the integrated monitoring system. MOPACK, a Java-based optimization framework that integrates numerous optimization strategies such as Evolution Strategies and Differential Evolution (Nguyen et al. 2010), is interfaced with the finite element software used (ANSYS in this study). According to the optimization strategy chosen, the finite element analyses using ANSYS are carried out repeatedly in a MOPACK-driven optimization loop to compute the required quantities, i.e. the dynamic response, employed in the objective function. For the example damage scenario – the loosening of a specific high-strength bolt – the optimization history using Evolution Strategies is illustrated in Fig. 16.

6. Management Module

Installed on a computer at the Engineering Informatics Group (EIG) at Stanford University, the management module supports the wind turbine life-cycle management through remote analyses of monitoring data, i.e. structural, environmental, and operational wind turbine data; it provides algorithms, for example, for calculating tip speed ratios of wind turbines, constructing wind turbine power curves, computing power coefficients, and analyzing wind speed distributions. In addition, the management module allows studying correlations in the monitoring data and detecting significant changes in the operational and structural wind turbine condition. For that purpose, a variety of statistical methods is implemented to accommodate the specific needs of wind turbine life-cycle management. The architecture and the core classes of the management module, written in Java, are shown in Fig. 17 by means of an abbreviated UML class diagram. The basic architecture includes three separate tiers, allowing any tier to be upgraded, changed or replaced independently from each other. The first tier, the presentation, provides user access to the management module and can be installed on any PC, laptop, or Java-enabled mobile devices such as cell phones and smart phones. The data access tier is designed to remotely access the data from the monitoring database installed at ICE in Bochum. The third tier, the controller, contains specific algorithms (e.g. fast Fourier transforms, statistical variance analyses, etc.) to be used for structural as well as operational life-cycle analyses of the wind turbine.
In the following paragraphs, life-cycle analyses are presented to exemplarily illustrate the rapid online assessment of the operational efficiency and structural performance of the wind turbine. The online data analyses performed can help not only to understand the operational behavior and the structural condition of the wind turbine, but also to validate particular measures undertaken to optimize the operational performance, to quantify energy losses that usually remain undetected, and to minimize the costs for operation and maintenance. To demonstrate the functionality and the practicability of the management module, two case studies are shown; the first case study focuses on the wind turbine’s operational efficiency, and the second case study considers the structural performance of the wind turbine.

To assess the wind turbine operational efficiency, power curves are exemplarily constructed based on one-month monitoring data recorded in March 2010, March 2011, and March 2012 (Fig. 18). The curve provided by the wind turbine manufacturer is also shown in the figure. The power curves are calculated by the management module based on the power output and the wind speed measurements available in the integrated monitoring system. As can be seen from Fig. 18, the results show that no significant changes can be observed when comparing the measurement-based power curves of 2010, 2011, and 2012. Furthermore, the power curve provided by the manufacturer matches the actual measurement-based power curves for the normal operational wind speeds.

![Fig. 17 Architecture of the management module](image)

\[ \text{Power Coefficient } C_P = \frac{P}{0.5 \rho A V^3} \]

where \( P \) is the power output, \( \rho \) is the air density assuming \( \rho = 1.225 \) kg/m\(^3\), \( V \) is the wind speed measured by the monitoring system, and \( A \) is the swept area of the wind turbine calculated from the rotor diameter. In addition to the \( C_P \) curves, the Betz limit, representing the theoretical maximum of power efficiency, is shown in Fig. 19, which implies that no wind turbine can convert more than 59.3% of the kinetic energy of the wind into electric energy.
mechanical energy. The efficiency of the wind turbine, as a result of this example calculation, is largest at the optimum wind speed \( V = V(C_{\text{max}}) \) that is found between \( V = 7.5 \text{ m/s} \) and \( V = 8.5 \text{ m/s} \) in each of the regarded one-month time spans.

In addition to the operational efficiency of the wind turbine, the structural condition is assessed: In a three-step process, a comparison of the structural responses at two different dates in the wind turbine’s service life is conducted. First, typical site-specific loading conditions (i.e. typical environmental conditions) are computed based on the monitoring data to achieve comparable load cases that represent normal operation. Second, two distinct points in time at which the loading conditions act on the wind turbine are determined through a search in the monitoring database. Finally, the structural responses of the wind turbine are compared. Typical loading conditions are defined by average air temperature and a characteristic mean wind profile for the given site. In addition, the wind direction and – because of the atmospheric stability – the time of the day is considered. Whereas average air temperature and wind direction are calculated directly from the monitoring data, the mean wind profile is estimated by the management module applying the wind profile power law (Rai et al., 2011; Sathe and Bierbooms, 2007) given by Eq. (5),

\[
\frac{V_N}{V_{\text{USA1}}} = \left( \frac{h_N}{h_{\text{USA1}}} \right)^{\alpha}
\]

where \( V_N \) is the wind speed at \( h_N = 67 \text{ m} \) measured and corrected by the nacelle anemometer, \( V_{\text{USA1}} \) is the wind speed at \( h_{\text{USA1}} = 13 \text{ m} \) measured by the ultrasonic anemometer being part of the on-site hardware system, and \( \alpha \) is the power exponent calculated by the management module using the wind speed values and the given heights. The characteristic loading conditions are summarized in Fig. 20. By searching in the monitoring database, two points in time are identified – in May 2012 and in October 2012 as listed in Table 2 – at which the characteristic loading conditions apply.

---

**Fig. 19 Wind turbine efficiency in March 2010, 2011, and 2012**

**Fig. 20 Site-specific loading conditions used for comparison of the structural response**
Table 2 Results of the database search

<table>
<thead>
<tr>
<th>Date</th>
<th>( V_N ) (m/s)</th>
<th>( V_{USAI} ) (m/s)</th>
<th>( T ) (°C)</th>
<th>( \theta ) (°)</th>
<th>Time of day</th>
</tr>
</thead>
<tbody>
<tr>
<td>May 18, 2012</td>
<td>5.6</td>
<td>2.9</td>
<td>13.0</td>
<td>163.0</td>
<td>07:51:40</td>
</tr>
<tr>
<td>Oct 11, 2012</td>
<td>5.6</td>
<td>2.8</td>
<td>10.9</td>
<td>134.0</td>
<td>10:45:20</td>
</tr>
</tbody>
</table>

\( V_N \)=wind speed (nacelle anemometer), \( V_{USAI} \)=wind speed (ultrasonic anemometer), \( T \)=air temperature, \( \theta \)=wind direction

The corresponding wind turbine responses recorded at both dates are depicted in Fig. 21 exemplarily by means of 20-second time history plots that distinctively reflect the typical structural response. The plots show time histories of the longitudinal strain of the wind turbine tower, as calculated from the displacement measurements recorded by sensors \( W_3 \) (21 m level) and \( W_6 \) (42 m level) as well as the lateral vibration of the tower recorded by accelerometer \( B_1 \) (62 m level). In total, the structural responses at both dates are in close agreement; the strain time history data shows very good agreement in the time domain, as has been computed through a rainflow counting algorithm (Matsuishi and Endo, 1968) over about 2,000 cumulative cycles. To quantify the frequency response, the acceleration time history data is transferred to the frequency domain using the Cooley-Tukey fast Fourier transform (FFT) algorithm (Cooley and Tukey, 1965). The Fourier spectra calculated from the acceleration data, representing the frequency response function of the wind turbine, are shown in Fig. 22. A peak-picking (PP) algorithm, representing a relatively simple but computational efficient method for identifying modal properties, is used to determine high-valued spectrum peaks from the frequency spectra and for determining the natural frequencies of the wind turbine.

Comparing the natural frequencies calculated from the data obtained in May 2012 and in October 2012, Table 3 shows that the first two natural frequencies match well and that only the third natural frequency shows a minor and insignificant discrepancy (0.4%). In addition to comparing the natural frequencies at both selected dates, the
finite element model introduced in section 5 is validated: As can be seen from Table 3, the results obtained from the finite element model, with deviations in the frequencies between 0.9% and 1.3%, show close agreement with those calculated from the monitoring data.

Table 3 Comparison of modal parameters

<table>
<thead>
<tr>
<th>Mode shape</th>
<th>Oct 11, 2012 f(Hz)</th>
<th>May 18, 2012 f(Hz) (%)</th>
<th>FE model f(Hz) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.366</td>
<td>0.366 0.0 1.3</td>
<td>0.361</td>
</tr>
<tr>
<td>2</td>
<td>2.271</td>
<td>2.271 0.0 0.9</td>
<td>2.250</td>
</tr>
<tr>
<td>3</td>
<td>5.786</td>
<td>5.811 0.4 1.3</td>
<td>5.713</td>
</tr>
</tbody>
</table>

7. Summary and Conclusions

Wind energy technology, providing inexpensive, clean, and safe energy, represents one of the fastest growing markets within the emerging sector of renewable energy systems. With respect to an economic life-cycle management of wind turbines, knowledge about the structural condition and the operational efficiency of wind turbines is essential to ensure that components of wind turbines can timely be replaced, maintenance and repair work can economically be scheduled, and expensive downtime can be reduced. In this paper, an integrated monitoring system for wind turbines has been presented. The integrated system, as described in the paper, consists of different subsystems designed for long-term structural health monitoring, self-detection of system malfunctions, continuous finite element model updating, and life-cycle management wind turbines. The system is in service since 2009, continuously monitoring a 500 kW wind turbine in Germany. As has been demonstrated in this paper, using monitoring data for structural assessment and life-cycle management significantly facilitates the understanding of both the structural and operational behavior of wind turbines. According to the analyses exemplarily conducted on the wind turbine, there has no decrease in the operational efficiency been detected and no significant changes in the structural condition have been found in the regarded time period.

The main objective of this study is to demonstrate the feasibility of the integrated approach and the reliability of the implemented monitoring system. Many opportunities exist to further improve the proposed concepts and to extend the capabilities of the integrated monitoring and management framework. For example, the multiagent-based self-diagnostic system can be extended by additional software agents that are able to detect other types of sensor or DAU malfunctions and to support fault tolerance in SHM systems. Also, the research can further be extended to transfer the proposed concepts from monitoring of a single wind turbine to wind farm monitoring (and control). In this respect, the results of this research may serve as a basis to facilitate cost-efficient operation and life-cycle management of more complex, interconnected wind energy systems on the network level.
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