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ABSTRACT

There have been many significant advancements in the development of sensor and sensor network technologies for structural health monitoring applications. As structural monitoring technologies mature and their instrumentation on civil infrastructures continues to grow, data management has become an important issue for long term monitoring. On one hand, the data management system needs to be scalable to handle increasing amount of data over time as well as increasing number of sensors instrumented. On the other hand, the system needs to be sufficiently flexible to support tools for data analysis for diagnostic and prognostic purpose. This paper describes a data management infrastructure for bridge monitoring using state-of-the art NoSQL database technologies. Specifically, the discussion focuses on the data flow issue and the interaction between the monitoring database system and data analysis modules. The sensing data collected from the Telegraph Road Bridge in Monroe, Michigan is employed to illustrate the functionalities implemented so far and supported by the system.

INTRODUCTION

There have been many significant advancements in the development of sensors and sensor technologies for structural monitoring applications. Many bridges are now permanently instrumented with sensors (such as accelerometers, displacement transducers, strain gauge, thermal/temperature devices) [1, 2]. As sensor technologies mature and become economically affordable, their deployment for large scale infrastructure monitoring will continue to grow [3]. Sensor technologies have brought many advantages on the maintenance of infrastructure and facilitate routine inspection
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using advanced nondestructive evaluation technology (such as ultrasonic devices, acoustic emission, laser scanner) [4, 5]. In addition to acquiring valuable information about the state of the structures and the potential for identifying structural damage, sensing technologies can help facilitate and prioritize maintenance work. The trend for bridge monitoring system involves permanent installation of hundreds and thousands of sensors. The collection of long-term sensor data allows extraction of statistically meaningful information and affords data-driven predictive analysis [6, 7].

While long-term monitoring can potentially enable better assessment of the state of infrastructures, the enormous amount of sensor information poses significant challenges in data management. The data needs to be stored, processed, interpreted and, desirably, integrated with lifecycle bridge management. While structural health monitoring research continues to develop and explore new sensor technologies, very few efforts have been devoted to investigate proper data management tools to efficiently store, manage and retrieve sensor data [8, 9, 10].

Selecting an appropriate database tool for specific application is key to successful deployment of a data management system. Different database tools have different strength and properties. Given the potentially enormous quantity and diversity of sensing data and complexity of bridge model, it would be desirable that the database tools employed for bridge monitoring and management system are highly scalable and flexible. Traditional relational database management systems (RDBMS) have the strict table-type data structure and explicit relationships defined among the data. Recent studies have shown that RDBMS do not perform well when dealing with large volume of unstructured data [11, 12]. Not Only SQL (NoSQL) database systems, which are highly scalable and support flexible data schema, have been proposed as an alternative to RDBMS [13, 14]. It has been reported that NoSQL database system can achieve better performance than RDBMS in terms of scalability, flexibility, and low latency by relaxing the rigid data consistency and strict data schema definition of RDBMS [11, 14].

This paper discusses a data management infrastructure for SHM system utilizing NoSQL database systems. The data management infrastructure is designed not only for the management of sensor data but also for bridging the database support for bridge information modeling and management. For the prototype development, NoSQL database tools, Apache Cassandra [15] and MongoDB [16], are selected to store and manage sensing data and the relevant bridge information. Software tools are being developed to automatically convert, parse, and store sensor data. Furthermore, with the NoSQL databases as data storage for onsite computer and central server, interfaces are being designed and implemented to link external analysis modules to enhance data interoperability and software integration. In this paper, sensor data collected from Telegraph Road Bridge (TRB) in Monroe, Michigan are employed to illustrate the interactions between the database system and external analysis modules that are commonly used for structural identification and data mining and analysis.

DATA MANAGEMENT FRAMEWORK

Figure 1 shows the overall system architecture of a data management infrastructure for SHM, which consists of an on-site computer, a main server, a local computer, and a web interface to users and tools. Once sensors acquire and, if
necessary, preprocess the response data from the bridge, the sensing data are then transmitted to the on-site computer. The on-site computer temporarily stores the data and, if appropriate, performs real time analysis. The data are then parsed and sent to the main server. The main server is the central data repository where all sensing data and relevant bridge information (such as bridge geometry and analysis results) are stored and persistently archived. Local computers allow the users and application tools to retrieve data from the central server for data analysis and return the results to the repository. Finally, end users such as bridge managers can retrieve the analysis results about the state of the bridge via a web-based interface. To facilitate bridge management functions, data schemas for the bridge information are currently designed according to XML-based bridge information modeling (BrIM) structure [17, 18].

There have been a number of NoSQL database systems with different features and properties. In general, NoSQL database systems can be categorized into key-value stores, document-oriented stores, and column family stores according to the data model employed [11]. In this study, we select MongoDB [19], document-oriented data storage that features powerful query capability, and Apache Cassandra [20], a column-oriented storage that features scalable distributed data storage. Specifically, because of its scalability and flexible data schema structure, Apache Cassandra is employed for persistent data archiving for the central data repository. On the other hand, MongoDB is selected for the on-site and local computers because of its schema-free features, rich aggregation, and efficient query for supporting real time analysis (such as Internet of Things (IoT) applications [21-24]). Details on the mapping and implementation of BrIM schemas on Cassandra and MongoDB database system have been discussed elsewhere [10]. This paper describes the basic data flows for the archiving of sensor data and the integration of the database system with external application modules.

**AUTOMATED DATA FLOW**

This section describes in details the basic data flow for parsing, transmitting and archiving sensor data from the sensor units to the local, on-site database and the central data repository at the main server. To automate the process, schemas for sensor...
data are designed for MongoDB and Apache Cassandra database systems. Specifically, for illustration purpose, we use NARADA wireless sensor units [25, 26] on our prototype development.

Figure 2 shows the basic hierarchical schema for the MongoDB database on the onsite computer. The uppermost namespace is called database, which contains a set of collections. The root node of a collection consists of a single “master” document (a fundamental data units in the MongoDB database). For the tree-hierarchy, the non-leaf nodes (such as “daqevent”, “system”, and “unit”) provide the basic information about the DAQ and sensors while the leaf nodes contains the acquired sensing data. The “master” document contains information about the data flow regarding how the data are to be stored. For each DAQ event, a single document named “daqevent” as well as other subordinate documents such as “system” and “unit” are created to store the metadata (such as acquisition time, sampling rate, and sampling period) about the sensing data. The (time series) sensing data are stored in the leaf node “channel”. The “master” document retains a list of the “daqevent” documents that are to be sent to the main server. The organization supports efficient search and transmission of the sampling data from the on-site computer to the main server without duplicating the data. The system ensures that all sampling data are properly transmitted to the main server by marking every “daqevent” and “channel” document if and only if the sampling data has been successfully sent and received by main server.

Figure 3 shows the data schema for storing the sensing data in the Apache Cassandra database system. Specifically, we employ Oliot-EPCIS platform for the Cassandra database [27]. Apache Cassandra’s data partitioning strategy represented by “consistent hashing” has shown performance advantages on distributed database, but the consistent hashing strategy could weaken the range query performance since the time series data can be distributed to different nodes. The Oliot-EPCIS guarantees that the consecutive data can be placed in the same node by allocating partitioning key according to the sensor’s ID and acquisition date. For the current schema design, each row stores up to one second of time series data acquired by a single sensor channel.

To automate the data flow from the sensor node to MongoDB database on the onsite computer, and then to the Cassandra database in the main server, two interface programs, written using Python, are developed. The first program, which serves as the interface between NARADA sensor units and MongoDB in the on-site computer,
keeps monitoring the designated directory in the on-site computer where the NARADA sensor units send the data. Once the sensors send a new set of data, the program parses the raw data into an input format according to the defined data schema and uploads the data to the MongoDB database. The second program connects the MongoDB in the on-site computer and Apache Cassandra database in the main server. Once the first program pushes a new DAQ event to the waiting list in the “master” document of the MongoDB, the second program accesses the acquired data stored in the MongoDB and parses the data into the Oliot-EPCIS input format. The parsed data is then sent to the Apache Cassandra database in the main server via the web interface of the Oliot-EPCIS platform.

DATABASE SUPPORTS FOR MONITORING APPLICATION

In addition to support systematic persistent store and archive of data, one of the key functions of the database system is to provide easy access to server by application tools. In this study, we illustrate the seamless integration and data interoperability among different tools using the database systems.

The data sets collected from Telegraph Road Bridge (TRB) in Monroe, Michigan are employed in the application scenario. The data sets contain seven weeks of raw sensor data: one week per a month from August 2014 to February 2015. The data are collected from a sensor network of 14 accelerometers, 40 strain gauges, and 6 thermistors, as described by O’Connor et al [6]. Sensor measurements are acquired approximately every 2 hours for one minute time duration. The sampling rate for the accelerometers is 200Hz, while strain gauges and thermistors have the sampling rate of 100Hz.

To simulate the monitoring scenario, the collected raw sampling data is periodically sent to a (on-site) laptop computer. As discussed in the previous section, the data received are automatically re-structured and stored according to the defined schema on the MongoDB database on the laptop as well as uploaded to the Apache Cassandra database in the server.

For illustrative purpose, the application scenario involves three analysis modules namely a modal analysis module, a Gaussian Process for Machine Learning (GPML) module, and a statistical computing and graphic module. We employ Stochastic Subspace Identification (SSI) algorithm to perform output-only modal analysis [28]. The sensing data are retrieved from the Cassandra database on the main server and processed using the subspace identification package written in MATLAB [29] on the
(local) laptop computer. The calculated modal properties are then uploaded to the Apache Cassandra in the main server. The red dots shows in Figure 4(a) depict the first modal frequencies calculated by the modal analysis module (which are plotted here along with temperature measurement).

Once the modal properties are stored in the main server, the GPML module retrieves natural frequencies as well as thermistor data and processed using “scikit-learn” (a Python-based machine learning) package. The GPML module returns a predictive model for natural frequencies based on temperature data. As for illustration, the prediction results for the first modal frequencies for different temperatures are shown as green crosses in Figure 4(a).

The analysis results can be further processed by other application packages. To illustrate, we develop an interface module to allow retrieval of data from R [30]. Figures 4(b), 4(c), and 4(d) show post-processes of analysis results by the R module. Figure 4(b) is a covariance matrix plot between one thermistor and several strain gauges to discover possible interesting correlation pattern between sensors. Figure 4(c) shows the linear model fitting result between temperatures versus strain values acquired from a single strain gauge installed on the bottom of the bridge. Figure 4(d) illustrates the result of the tree analysis to predict the first modal frequency based on the acceleration and strain values measured from each sensor. For example, the result of tree analysis implies that the first modal frequency will become 2.0 when the acceleration measured by the accelerometer “u234ch2”, which measures the acceleration of longitudinal direction at the center of the span, is less than $253 \times 10^{-6}$ g.

---

(a) Prediction of first modal frequency (GPML)

(b) Covariance between sensing data

(c) Linear model fitting

(d) Tree analysis

Figure 4. Data analysis results
DISCUSSION

In this study, a data management infrastructure for structural health monitoring system is proposed. Two NoSQL database systems, Apache Cassandra and Mongo DB, are deployed to improve the scalability and flexibility of the proposed data management system. On top of the database systems, two software tools are developed to automate data flow from sensor network to the main server. The main server is also connected to the data analysis modules such as Stochastic Subspace Identification module, Gaussian Process regression module, and R. As a result, a user can easily query sensing data and relevant information from the main server and conduct data analysis successfully without the burden on the low-level details of data flow.
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