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ABSTRACT 

 

Bridge health monitoring involves massive volume of data with diverse and 

complex data types. While the data can potentially enhance the diagnostic and 

prognostic analyses of the structural condition of a bridge, the massive volume and the 

complexity of the data pose fundamental management and processing issues. Current 

practice of bridge health monitoring relies on proprietary servers and legacy data 

management tools, which are not well suited to meet today’s big data processing and 

management requirements. This paper discusses a cyberinfrastructure framework that 

takes advantages of state-of-the-art computing technologies to handle the data issues 

in bridge monitoring applications. We explore cloud computing as a scalable and 

reliable computing infrastructure service offered by cloud vendors. The use of a 

distributed NoSQL database system with cloud computing infrastructure facilitates 

scalability of data storage. In addition, the distributed computing resources in the 

cloud environment can be dynamically scaled on demand. The proposed framework is 

implemented for the monitoring of bridges located along the I-275 corridor in 

Michigan. The framework can effectively cope with changing demands for data 

management and processing in bridge monitoring.  

 

 

INTRODUCTION 

 

The deployment of sensors for bridge monitoring has grown with advances in 

sensor and communication network technologies. Sensor measurement data enables 

diagnosis for anomaly detection as well as analysis for long-term structural behavior, 

thereby supporting decision-making for bridge management. Bridge monitoring 
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systems collect a wide variety of data, such as video images, traffic information and 

weather data, that can help provide meaningful information about the bridge structure 

and its behavior. While the data can enhance the diagnostic and prognostic analyses 

for the structural condition of a bridge, the massive volume and the complexity of the 

data can pose fundamental data management and processing issues. To take advantage 

of the big data for bridge monitoring, it is necessary to properly design and develop a 

computational infrastructure framework that can support large-scale data management 

and processing [1]. This paper describes a scalable cyberinfrastructure framework for 

bridge monitoring based on the cloud computing paradigm and distributed computing 

technologies.  

Current practice of civil and infrastructure engineering relies on traditional 

proprietary server, and file-based or relational database (RDB) systems for data 

management. Such approach, however, is not effective in meeting today’s big data 

processing and management requirements [2]. Cloud computing, on the other hand, is 

a new computing paradigm wherein virtualized computing resources can be rapidly 

provisioned from the shared pool of computing resources over the Internet [3]. Recent 

advances in cloud computing technologies offer many benefits, such as low 

maintenance efforts, high scalability and high accessibility [4]. Cloud computing has 

been proposed in various engineering domains [5-7]. In infrastructure monitoring, 

there have also been efforts that adopt cloud computing for remote data processing and 

management [8, 9]. A cloud-based cyberinfrastructure framework for large-scale data 

management that can seamlessly support data analytics in infrastructure monitoring is 

desirable. 

Our previous works dealt with bridge information model [10] and cloud-based 

cyberinfrastructure [11]. This paper extends the discussion on large-scale data 

management and high-performing data analytics. The framework is built upon a cloud 

computing paradigm in which computing resources can be dynamically added, 

modified and removed on demands. Given the distributed nature of cloud computing, 

the framework employs a NoSQL database system that is highly scalable in a 

distributed computing environment. In addition, we employ a distributed computing 

engine to build a high-performing computing cluster whose resource and capacity can 

be easily scaled as demand requires. To facilitate platform-neutral access to the 

cyberinfrastructure, we build web services that comply with the de facto REST web 

service design style. The proposed cyberinfrastructure has been implemented for the 

monitoring of bridges along the I-275 corridor located in the state of Michigan.  

 

 

CLOUD-BASED CYBERINFRASTRUCTURE FRAMEWORK 

 

Figure 1 depicts the conceptual framework of the cloud-based cyberinfrastructure 

that provides a scalable data management service, as well as a high-performing 

computing service. The cyberinfrastructure consists of several subcomponents 

including cloud virtual machines, distributed database, distributed computing cluster 

and web server. Cloud virtual machines (VMs) are scalable computing infrastructure 

on which other subcomponents can be deployed. Distributed database is a permanent 

data store running on the VMs in a decentralized manner. Computing cluster is a 

system that organizes distributed computing resources to offer the computing power. 

Lastly, the web server is a system that hosts the web services that expose the database 



and applications residing in the cloud cyberinfrastructure via platform-neutral web 

interfaces. The data management and computing services can be accessed by 

authorized users and computing components (e.g., onsite computer, local desktop 

computer and end user devices) involved in bridge monitoring via standard web 

interfaces. In this section, we discuss the details of the cyberinfrastructure components.  

 

 
 

Figure 1. Conceptual framework of cloud-based cyberinfrastructure 

 

CLOUD VIRTUAL MACHINE 

 

A virtual machine (VM) is an emulated computer system that provides the similar 

functionalities of a physical computer [12]. In cloud computing environment, a VM is 

offered as an Infrastructure as a Service (IaaS) type computing service on which 

computing platforms (e.g., database and runtime environment) and applications can be 

deployed. In this study, we use the term “cloud virtual machine” or “cloud VM” to 

refer to VM deployed on cloud.  

Cloud VMs can be rapidly provisioned from a shared pool of computing resources 

via cloud service interfaces. Figure 2, as an example, shows an instance of VM 

running on Microsoft Azure cloud platform (https://azure.microsoft.com/). A cloud 

service user can configure the type of OS, computing power (e.g., CPU and RAM), 

storage type (e.g., HDD and SSD) and storage size of VM as needed. It should be 

noted that the configuration of created VM can be easily modified as the computing 

requirement changes. Once the VM is up and running, the user can use the VM 

through the Secure Shell (SSH) protocol, similar to using a proprietary remote server. 

 

 
 

Figure 2. Virtual machine running on a public cloud  

 

One of the advantages of cloud VM over the proprietary physical server is its 

scalability, in particular horizontal scalability that increases computing capacity of a 

system by adding more VMs. Since the computing capacity of a single VM has 

limited resource, the use of distributed computing system is inevitable to meet any 

demanding computing requirements. In the cloud computing environment, users can 
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create as many VMs as needed. With the use of appropriate middleware, the VMs can 

be glued together to provide a high computing throughput and storage capacity.  

 

DISTRIBUTED DATABASE 

 

To handle large amount of data involved in SHM, the selection of an appropriate 

database management tool is important. Relational database (RDB) or file-based 

system has been a typical choice for data management in SHM applications. However, 

RDB is not effective to manage large and complex data. NoSQL database systems 

have been proposed as alternatives to RDB to satisfy the data processing demand 

requirement [13]. Many NoSQL database systems are designed to handle large-scale 

distributed data management. The use of NoSQL database can help obtain high 

scalability and performance required for bridge monitoring applications.  

The cyberinfrastructure framework employs Apache Cassandra database 

(http://cassandra.apache.org/), which is one of the most widely used distributed 

NoSQL database. Cassandra database adopts the peer-to-peer (P2P) architecture, in 

which every database node (i.e., a database instance running on a computer) is self-

sufficient and has an identical role, thereby preventing single point of failure. 

Furthermore, the P2P architecture enables dynamic scaling where the database 

capacity (i.e., storage size and throughput) can be linearly scaled as new nodes are 

added. Therefore, the combination of scalable cloud computing infrastructure and the 

P2P-based Cassandra database can guarantee very high scalability.  

To construct a P2P-based distributed database, each database node has to have 

network information (e.g., IP address) of other nodes. Cassandra designates a few 

database nodes as “seed” nodes that database nodes can access to share their network 

information when starting up. Once the database nodes “handshake” each other, the 

database nodes are glued together and start to serve as a distributed database. Figure 3, 

for example, shows the status of a distributed Cassandra database running on five 

cloud VMs. The status indicates that the distributed database includes five database 

nodes and every node is in “UN” (i.e., up and normal) state. 

 

 
Figure 3. Cassandra data schema for managing bridge monitoring data 

 

Another important consideration in choosing a database system is the flexible data 

structure, because bridge monitoring involves a wide variety of data types, including 

but not limited to time-series sensor data, object-oriented bridge information and 

image data. Cassandra database offers flexible data structure that can elegantly handle 

bridge monitoring data and relevant information. Based on the flexible data structure, 

data schema for managing bridge monitoring data and relevant bridge information can 

be defined as described in [10]. 

 

COMPUTING CLUSTER 

<ip address	1>
<ip address	2>
<ip address	3>
<ip address	4>
<ip address	5>

<host	ID	1>
<host	ID	2>
<host	ID	3>
<host	ID	4>
<host	ID	5>



 

As the amount of data in bridge monitoring applications increases, the computing 

capacity needed to process and analyze the data will also increase. Since bridge 

monitoring and management involves real-time anomaly checking as well as long-

term trend analysis on a regular basis, the required computing capacity varies over 

time. Given the varying computing requirement, the use of cloud computing has 

advantages over the physical computers because users can easily change the available 

computing capacity as needed, thereby using the optimal amount of resources.  

The cyberinfrastructure framework employs Apache Spark (https://spark.apache. 

org/) to build a scalable computing cluster in a distributed cloud computing 

environment. Spark organizes resources distributed over multiple nodes (i.e., physical 

or virtual machines) and makes the distributed system viewed as a single high-

performing computing system. Specifically, Spark adopts the master-slave architecture 

in which the master node has control over slave nodes to distribute workloads and 

process jobs in parallel.  

To construct a Spark cluster, a master node needs to be deployed in a cloud VM. 

Then, slave nodes, each of which is deployed in a cloud VM, can be connected to the 

cluster by starting up slave node with the input argument specifying the address of the 

master node. Figure 4, for example, shows a Spark cluster instance where a new slave 

node is attached to an empty cluster that has no slave node. The slave nodes attached 

to a cluster can also be detached by stopping the slave node. The simple process of 

attaching and detaching slave nodes enables Spark to be highly scalable in that the 

computing capacity can be easily modified according to computing demands.  

 

 
 

Figure 4. Constructing a Spark cluster  

 

Spark cluster provides diverse functionalities, including Spark SQL for performing 

queries over data sets and Spark Machine Learning library (MLlib) for supporting 

data-driven analyses. Spark can be connected to the Cassandra database using Spark-

Cassandra Connector (DataStax, Inc. 2014) so that the data sets in the Cassandra can 

be imported to Spark cluster for data analyses. Furthermore, many software packages, 

such as Scikit-learn integration package for Spark 

(https://github.com/databricks/spark-sklearn), have been developed to enrich the 

functionality of Spark. In the cyberinfrastructure, we use Spark to enable distributed 

data analytics for bridge monitoring.  

 

WEB SERVER 

 

A web server is a computer system that receives HTTP requests from client-side 

systems, processes the requests and sends HTTP responses back to the client-side 

systems. The cyberinfrastructure framework deploys web servers to host web services 

Starting	up	command Master	node	info.



that deliver access to the distributed data storage and applications residing in the cloud 

server. The web services are designed based on the de facto REST design style to 

provide lightweight and platform-neutral web services. The current design of web 

server includes web services for storing and retrieving bridge monitoring data (e.g., 

time-series sensor data, bridge information model and video image data). For example, 

Figure 5 depicts the use of web service for sensor data storage to transmit sensor data 

from the onsite computer to the database. The raw sensor data is first transformed to a 

JSON format that the web service can read. Once the raw data is transformed, the 

onsite computer invokes the web service by sending a HTTP request with the JSON 

data as an attachment. Receiving the request, the web service parses and stores the 

JSON data to the Cassandra database. In the proposed cyberinfrastructure framework, 

Node.js (https://nodejs.org/) is employed to construct the web server.  

 

 
Figure 5. Web service example: Sensor data store service 

 

 

IMPLEMENTATION 

 

The proposed cyberinfrastructure framework has been implemented and tested for 

the bridge monitoring system on the I-275 corridor in Michigan [11]. Sensor 

measurement data has been collected from wireless sensor networks installed on two 

bridges namely the Telegraph Road Bridge (TRB) and the Newburg Road Bridge 

(NRB) as shown in Figure 6. Furthermore, the bridge monitoring system involves 

other relevant data, such as traffic video images and bridge finite element model. 

 

  
(a) Telegraph Road Bridge (b) Newburg Road Bridge 

 

Figure 6. Bridges installed with bridge monitoring system on the I-275 corridor 

 

To implement the cyberinfrastructure, we first create seven Linux-based VMs on 

the Microsoft Azure cloud platform. Cassandra database is installed on five VMs. A 

single VM is used to construct a single-node Spark computing cluster where the VM 

serves both the master and slave nodes. In addition, the last VM is used to implement 

the Node.js web server and to deploy web services written in JavaScript. Once the 
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components of cyberinfrastructure are implemented, sensor data and other bridge 

information are uploaded to the Cassandra database in the cloud via standard web 

services. The data stored in the database can be retrieved using web services. To 

analyze retrieved data, Spark computing cluster can be utilized.  

As a demonstrative example, we perform a data-driven analysis for the 

reconstruction of sensor data [14]. To perform the analysis, sensor information and 

sensor data are retrieved by invoking web services as shown in Figure 7(a). The 

retrieved data is analyzed using Scikit-learn package on a Spark cluster. To perform an 

intensive analysis effectively, the number of Spark computing nodes can be 

temporarily increased as shown in Figure 7(b) by creating a new VM. Finally, Figure 

7(c) shows the data analysis results where the data sets are retrieved from the 

Cassandra database and the analysis is performed on the Spark cluster in a distributed 

manner.  

 

 

 

(a) Data retrieval via web services 

 

 
(b) Scaling Spark computing cluster (c) Analysis results 

 

Figure 7. Cassandra database implemented on Microsoft Azure cloud 

 

 

SUMMARY 

 

In this study, a cloud-based cyberinfrastructure framework for scalable data 

management and high-performing computing is described. The framework is 

composed of cloud virtual machines, distributed database system, cluster computing 

engine and web server. The cloud virtual machines serve as a scalable computing 

infrastructure for deploying computing platforms and applications. For the scalable 

data management on distributed cloud computing environment, we employ Cassandra 

database, a P2P-based NoSQL database system, which not only prevents single point 

of failure, but also improves scalability and processing performance. For the high-

performing computing cluster, we employ Spark cluster that can be scaled easily 

according to computing demand. The web server is employed to provide standard web 

interfaces through which users and client-side systems can access and utilize the 

cyberinfrastructure. The developed framework has been implemented for the bridge 

monitoring system on the I-275 corridor in Michigan. The results show that the 

proposed framework not only manages large and complex data collected from bridge 

monitoring, but also copes with the changing needs for data processing.  
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