A Distributed Cloud-based Cyberinfrastructure Framework for Integrated Bridge Monitoring
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ABSTRACT

This paper describes a cloud-based cyberinfrastructure framework for the management of the diverse data involved in bridge monitoring. Bridge monitoring involves various hardware systems, software tools and laborious activities that include, for examples, a structural health monitoring (SHM), sensor network, engineering analysis programs and visual inspection. Very often, these monitoring systems, tools and activities are not coordinated, and the collected information are not shared. A well-designed integrated data management framework can support the effective use of the data and, thereby, enhance bridge management and maintenance operations. The cloud-based cyberinfrastructure framework presented herein is designed to manage not only sensor measurement data acquired from the SHM system, but also other relevant information, such as bridge engineering model and traffic videos, in an integrated manner. For the scalability and flexibility, cloud computing services and distributed database systems are employed. The information stored can be accessed through standard web interfaces. For demonstration, the cyberinfrastructure system is implemented for the monitoring of the bridges located along the I-275 Corridor in the state of Michigan.
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1. INTRODUCTION

Advances in sensor network technologies have led to instrumentations of sensors for monitoring the integrity of civil infrastructures. Sensor measurements have been utilized to enhance bridge operation and maintenance and public safety. For example, sensor data can be used to discover the onset of damage of a structure [1] as well as to assess the long-term performance of a structure [2, 3]. Most research efforts in structural health monitoring (SHM) focus on the development of sensor technologies and analytical damage detection methods. Comparatively, very few efforts have been devoted on the effective management of the data. Sensor measurement data is being stored and managed separate from bridge management operations. Decision making in bridge management involves not only the sensor measurements, but also other types of information such as visual inspection reports, traffic data and engineering analysis and assessments. The islands of data require that bridge managers retrieve the data using different tools and different interfaces, and then manually combines the different types of information for a specific task. A data infrastructure framework that allows seamless integration of the diverse sets of data can potentially enhance bridge management and maintenance operations.

Several efforts on the development of data management framework for the structural monitoring applications have been reported. For example, a self-managing software framework that supports sensor data management, remote data access and autonomous data analysis was developed for the monitoring of a wind turbine structure [4]. The research team at the University of Michigan developed a scalable data infrastructure platform, called SenStore, for the management of sensor measurements and engineering data and for supporting bridge monitoring and engineering analysis [5]. As the amount of measurement data increases and the variety of the collected information expands, a scalable and flexible data management framework becomes important. In the Internet of Things (IoT) domain, data infrastructure is among one of most critical issues as the amount of data collected by a wide variety of sensors has grown exponentially and will continue to do so [6]. State-of-the-art computing and information technologies are deployed for IoT applications. One of the enablers of IoT is cloud computing. Cloud computing provides cost-effective and scalable web-based computational resources, which are beneficial for handling very large-scale data sets collected from many different sources [7]. This study explores the use of cloud computing on infrastructure monitoring. Specifically, a cloud-based data management
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framework is deployed to efficiently manage the sensor data along with the domain specific information for bridge monitoring.

The cloud-based cyberinfrastructure framework for bridge monitoring is designed to manage in an integrated manner not only the sensor measurement data, but also other information involved in the decision-making processes of bridge management. The framework manages real-time sensor data collected from the sensor network, real-time traffic video images from traffic monitoring system, and the bridge information model data. The cyberinfrastructure, which serves as a data hub, offers easy access to the data and applications residing in the cloud. A distributed cloud-based data infrastructure is implemented to support the interoperability within and across cloud platforms. To facilitate information sharing and service invocation and integration, the cyberinfrastructure exposes its resources via web-APIs that adhere to de facto web service standards, namely the representation state transfer (REST) style architecture [8]. For data management in cloud environment, in which computing resources can be dynamically scaled, a highly scalable NoSQL-based distributed database system is employed. For testing and validation, the cyberinfrastructure framework has been implemented for the monitoring of the bridges along the I-275 Corridor in the state of Michigan.

2. CYBERINFRASTRUCTURE FRAMEWORK

Figure 1 depicts the conceptual framework of the cloud-based cyberinfrastructure. The cloud-based cyberinfrastructure offers the integrated management of heterogeneous information involved in bridge monitoring applications. The real-time sensor data acquired from the sensor network on bridge structures is streamed to the database system installed on the cloud. The data about the bridge, such as its geometry and finite element model, as well as sensor information and inspection reports are also stored in the cloud database. Additionally, a wide variety of data collected from external public sources, such as traffic monitoring cameras and weather stations, that can provide meaningful information for bridge management are collected and stored. The integrated database system manages a diverse set of heterogeneous data that encompasses time-series data, object-oriented engineering data, images and text documents. Standard web service APIs are employed for building and linking applications, such as web/mobile apps, engineering tools (e.g., CAD and structural analysis software tools) and data analytics modules, and for allowing efficient retrieval of the data stored in the database. The cyberinfrastructure framework is designed in such a way that the cloud services implemented in the cloud platform can be integrated with other cloud environments, thereby, the architectural framework can conceptually support hybrid cloud systems and enable the construction of a system of systems.

![Conceptual framework of the cloud-based cyberinfrastructure for bridge monitoring](image)

The keys to build an integrated database management infrastructure include (1) a flexible and scalable database system, (2) an integrated data schema and ontology and (3) consistent and interoperable interfaces. The database management system needs to be able to support flexible data structure for handling heterogeneous data sets and scalable to manage massive volume of data. An integrated data schema, which defines the relations and links between data entities, is essential to help relate and combine heterogeneous data sets. Standard interfaces are needed to allow easy access to the data by human user and software applications. The adoption of standard interfaces can also facilitate interoperability within a cyberinfrastructure environment and across the different cloud environments by enabling the invocation and integration of services (e.g., data retrieval and service execution).
2.1 Cloud-based cyberinfrastructure architecture

The cloud-based cyberinfrastructure is built upon the client-server model, where the server provides data and applications as services that clients can use. Serving as a server system, the cyberinfrastructure system delivers the data and applications through standard web services. Figure 2 shows the architecture of the cloud-based cyberinfrastructure. The virtual machines (VMs) provided by the cloud vendors serve as the computing infrastructure. The database system, which runs on the operating system (OS) provided by the VMs, offers query languages and APIs that other systems can use to store and query data. The web server hosts the web services, which can be invoked by client users or applications via the Hypertext Transfer Protocol (HTTP) and delivers data and application results in standard web-based syntax.

Figure 2. Client-server architecture for cyberinfrastructure

The cyberinfrastructure that leverages cloud computing enables flexible and scalable system deployment. For bridge monitoring application, the size of sensor data would grow and the demand (e.g., periodically executing data analysis) on computing resources varies. The flexibility and scalability features of cloud computing can facilitate the optimized use of computing resources.

2.2 Distributed database

Database systems that can take advantage of the features specific to cloud environment are key to maximize the benefits of cloud computing. Traditional relational database (RDB) systems do not fully embrace many of the cloud features such as partitioning tolerance and high availability [9]. NoSQL (Not-only-SQL) database systems have emerged as a viable alternative [10]. Many open-source NoSQL database systems, each of which offers different performance advantages, are now available. In the current prototype implementation, a column-oriented NoSQL database system, namely Apache Cassandra database (http://cassandra.apache.org/), is selected for its scalability. Cassandra database is built upon a “ring” architecture as illustrated in Figure 3. The ring architecture consists of several nodes, each of which is a database instance running on a computer. The nodes communicate with each other via the network to distribute the data across the cluster and, at the same time, to maintain consistency of a database. Unlike a master-slave architecture, in the ring architecture, an identical role is assigned to the nodes so that failures in a few nodes do not lead the failure of an entire database.

The partitioning engine of the Cassandra database plays a key role in distributing the data sets across the nodes in the database cluster and in rebalancing the loads among the nodes when scaling the cluster. The data sets are replicated across the nodes to ensure high availability and fault-tolerance. For example, as shown in Figure 3, the incoming data set $R$ is partitioned into two parts $r1$ and $r2$ which are replicated three times, and distributed to six different nodes, so that the failure of any single node (say node $N3$) does not prohibit the write and read operations.
Replication Factor: 3

Figure 3. The ring architecture of the Cassandra database

The column-oriented data model of the Cassandra database consists of “keyspace,” “column family,” “row” and “column,” which are analogous to “database,” “table,” “tuple” and “attribute”, respectively, of RDB. One major difference between the column-oriented model and the tabular relational model is that the column-oriented model can have rows that contain different sets of columns, while the relational model has the same schema for every tuple. The flexibility of having varying numbers of column (attributes) makes the column-oriented model more suitable in handling heterogeneous data created in bridge monitoring. Figure 4 shows an excerpt of the database schema representing the various information stored for bridge monitoring applications. The data schema includes column families for storing and managing sensor measurement data, sensor information, bridge geometry, finite element model and traffic video images. Data links between relevant data entities (e.g., sensor and its location in a finite element model) are defined to facilitate integrated use of different types of data from different sources.

Figure 4. Data schema definition

2.3 Web server

The web server component is designed to provide consistent and interoperable interfaces to the cloud-based cyberinfrastructure. The interfaces are offered as web services, which support the “interoperable machine-to-machine interaction over a network” [11]. The web services are designed to follow the de facto REST architecture style to facilitate interoperability. The RESTful web services (i.e., web services that follow REST architecture style) use the basic HTTP methods, including PUT, GET, POST and DELETE, as unified interfaces by which clients can manipulate resources on the server. The resources are identified using the Uniform Resource Identifiers (URIs) through which a client user or an application can send requests. The messages (e.g., a response returning to a client) in REST architecture style are written in self-descriptive formats, such as eXtensible Markup Language (XML) or JavaScript Object Notation (JSON). Since the RESTful web services are platform-neutral, the web services can be invoked by different devices and operating systems including desktop computers, laptop computers, tablet PCs and smartphones. Furthermore, the standard web services can be invoked within and across the cloud environment, thereby facilitating the integration of...
web services residing in any cloud platform. In the current implementation of the web server, we have developed a number of RESTful web services for the retrieval of different types of data involved in the bridge monitoring applications. Table 1 summarizes the web services that have been developed in the current prototype cyberinfrastructure system. For developing the scalable and high-performing web server, we employ Node.js (https://nodejs.org/), a non-blocking web server runtime environment. In addition, we employ NGINX (https://www.nginx.com/) as a load balancer to enable the distribution of workloads over multiple web servers.

Table 1. RESTful web services currently implemented on the web server

<table>
<thead>
<tr>
<th>URI</th>
<th>HTTP method</th>
<th>Parameters</th>
<th>Returning content type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>/sensor</td>
<td>GET</td>
<td>sensortype, install, remove</td>
<td>application/json</td>
<td>Retrieving the list of sensors.</td>
</tr>
<tr>
<td>/sensor/{id}</td>
<td>GET</td>
<td>property, install, remove</td>
<td>application/json</td>
<td>Retrieving sensor information of the sensor whose ID is {id}.</td>
</tr>
<tr>
<td>/daqevent</td>
<td>GET</td>
<td>event_time_begin, event_time_end</td>
<td>application/json</td>
<td>Retrieving the list of data acquisition events.</td>
</tr>
<tr>
<td>/sensordata/{id}</td>
<td>GET</td>
<td>month, event_time_begin, event_time_end</td>
<td>application/json</td>
<td>Retrieving sensor data collected by the sensor whose ID is {id}.</td>
</tr>
<tr>
<td>/imagedata/{id}</td>
<td>GET</td>
<td>date, event_time_begin, event_time_end</td>
<td>application/json</td>
<td>Retrieving image data collected by the camera whose ID is {id}.</td>
</tr>
<tr>
<td>/femodel/{id}</td>
<td>GET</td>
<td>format</td>
<td>application/xml, application/vnd.ms-excel</td>
<td>Retrieving the finite element model of the bridge whose ID is {id} by invoking data parser applications. Client can choose file type from XML and XLSX (Microsoft Excel).</td>
</tr>
<tr>
<td>/geometricmodel/{id}</td>
<td>GET</td>
<td>-</td>
<td>application/xml</td>
<td>Retrieving the geometric model of the bridge whose ID is {id}.</td>
</tr>
</tbody>
</table>

3. PROTOTYPE IMPLEMENTATION

This section describes the prototype implementation of the cloud-based cyberinfrastructure for bridge monitoring applications. The cyberinfrastructure is designed and implemented for the bridge monitoring system installed on the Telegraph Road Bridge (Figure 5(a)) and the Newburg Road Bridge (Figure 5(b)), which are located along the I-275 corridor in Michigan. The two bridges are equipped with sensors that measure acceleration, strain and temperature of the bridge structures. Additionally, video cameras are installed by the public agency for traffic monitoring.

![Figure 5. Testbed bridges on I-275 Corridor](image)

(a) Telegraph Road Bridge  
(b) Newburg Road Bridge

3.1 Cloud-based cyberinfrastructure implementation

For the management of the data collected from the two bridges, we employ a number of Linux-based VMs (Ubuntu Linux Server 16.04.1 LTS) from the Microsoft Azure public cloud platform. The provisioned VMs can be remotely accessed via a network protocol, such as Secure Shell (SSH) and Secure Copy Protocol (SCP), to deploy the platform, to install applications and to transmit files. We use multiple VMs to build a distributed database and to host the web server apart from the database servers to distribute the workloads. Specifically, we use five virtual machines to construct the
distributed Cassandra database and a single virtual machine to build the web server using Node.js and NGINX. The configurations and the roles of the VMs are shown in Table 2.

Table 2. Specification and role of cloud servers in the implementation

<table>
<thead>
<tr>
<th>No.</th>
<th>VM model name</th>
<th>OS</th>
<th>CPU</th>
<th>Memory</th>
<th>Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Azure Standard_A2m_v2</td>
<td>Ubuntu Linux Server 16.04.1 LTS</td>
<td>2 cores</td>
<td>16 GB</td>
<td>Database node</td>
</tr>
<tr>
<td>2</td>
<td>Azure Standard_A2m_v2</td>
<td>Ubuntu Linux Server 16.04.1 LTS</td>
<td>2 cores</td>
<td>16 GB</td>
<td>Database node</td>
</tr>
<tr>
<td>3</td>
<td>Azure Standard_A2m_v2</td>
<td>Ubuntu Linux Server 16.04.1 LTS</td>
<td>2 cores</td>
<td>16 GB</td>
<td>Database node</td>
</tr>
<tr>
<td>4</td>
<td>Azure Standard_A2m_v2</td>
<td>Ubuntu Linux Server 16.04.1 LTS</td>
<td>2 cores</td>
<td>16 GB</td>
<td>Database node</td>
</tr>
<tr>
<td>5</td>
<td>Azure Standard_A2m_v2</td>
<td>Ubuntu Linux Server 16.04.1 LTS</td>
<td>2 cores</td>
<td>16 GB</td>
<td>Database node</td>
</tr>
<tr>
<td>6</td>
<td>Azure Standard_DS2_v2</td>
<td>Ubuntu Linux Server 16.04.1 LTS</td>
<td>2 cores</td>
<td>16 GB</td>
<td>Web server, load balancer</td>
</tr>
</tbody>
</table>

The cyberinfrastructure receives sensor measurement data from the sensor networks via the microcomputers installed at the bridge sites. We also upload the sensor information, geometric model and the finite element model of the Telegraph Road Bridge to the cyberinfrastructure. Furthermore, we develop scripts to automatically collect public data from external data sources. For example, we develop a traffic video image data collector to store the traffic images so that the number and the types of vehicles passing the bridges can be automatically analyzed. Containing the list of the Uniform Resource Locators (URLs) of data sources, the data collector repeatedly accesses the data sources via the Internet, parses the resources to locate the image data stream, and uploads the image data to the cloud-based cyberinfrastructure system.

The data managed by cyberinfrastructure can be accessed through web services. For example, Figure 6 shows the sensor information retrieved from the cyberinfrastructure by issuing an HTTP request. The request specifies the HTTP method type “GET” and the URI of the resources. The web server of the cyberinfrastructure processes the request and returns a response message that contains the requested data encoded in JSON.

```
GET: http://x.x.x.x/sensor/u07ch0

{
  "content":{
    "sensor_id":"u07ch0",
    "install":"2013-10-01T00:00:00.000Z",
    "conversion_factor":0.0152587990625,
    "description":"Acceleration sensor installed on the Telegraph Road Bridge",
    "global_coordinate":"42.018389,-83.346720",
    "intended_application":"Acceleration",
    "local_coordinate":"102,-50",
    "output":"Acceleration",
    "output uom":"mg",
    "position description":"Girder",
    "sampling rate":200,
    "sensitivity":"1 V/g",
    "sensor_type":"Accelerometer"
  }
}
```

Figure 6. Sensor information retrieved via a web service of the cyberinfrastructure

3.2 Integrated bridge monitoring interface

An integrated bridge monitoring user interface is developed to support access to the bridge monitoring data on the cloud platform through human-readable web pages. The user interface, implemented as a client application in the client-server architecture, enables the interaction between the web pages and the users, invokes web services and returns information to the users. The current design of the user interface supports the retrieval of various bridge monitoring information, as illustrated in Figure 7. For the retrieval of sensor information, a user can enter the query parameters, such as ID of sensor and sensor type. In addition, a user can retrieve sensor data and image data by specifying sensor ID (or camera ID) and the time duration. A user can also download bridge model by entering the name of the bridge and clicking the buttons that indicate the type of the model (e.g., geometric model in XML format, FE model in XML format and FE model in Microsoft Excel format). The downloaded models can be used by appropriate tools, such as OpenBrIM viewer...
Sensor information retrieval

Sensor data retrieval

Traffic image retrieval

Bridge model retrieval

Figure 7. Screenshots of the preliminary web interface

3.3 Service composition

The standardized web services offered by the cyberinfrastructure can be invoked and reused to compose new web services from a local computer or from another cloud platform. Different service composition methods have been suggested to support the integration of RESTful web services [12-14]. For demonstration, we build a simple application named SensorLocationMap that composes web services by using JOpera (http://www.jopera.org/), a visual web service composition tool. The SensorLocationMap reads the sensor ID as an input argument and returns a map on which the sensor’s information and the data link to the sensor data repository are displayed. Figure 8(a) shows the application workflow (visualized by JOpera) that specifies a sequence of applications and the input and output of each application. The composition tool orchestrates the sensor information retrieval service (GET /sensor/id) on the cyberinfrastructure system with other services, such as the Google Map API (https://developers.google.com/maps/). When executed, the application runs sensor information retrieval service with the input argument that specifies the target sensor ID. The web service returns a JSON snippet that describes the sensor information. The jsonparser1 module (written in JavaScript) then parses the snippet, extracts sensor information (e.g., sensor location, sensor type and description) and delivers the information to the GoogleMarker module that displays the information on the Google Map using the Google Map API. Figure 8(b) shows the sensor information and the location marker on the Google Map generated by the composite application. This example illustrates that the cyberinfrastructure’s web services can be invoked and used by other services to compose new services.
4. SUMMARY AND CONCLUSION

This paper describes the development of a cloud-based cyberinfrastructure for integrated information management for bridge monitoring. The cyberinfrastructure framework is designed to manage not only the real-time sensor measurement data, but also other relevant information, such as a bridge model, engineering model and traffic images. For scalability and flexibility, we use cloud computing services as the computing infrastructure. We employ distributed database systems for efficient management of heterogeneous data sets. In addition, an integrated data schema is defined to relate and combine heterogeneous data involved in bridge monitoring. The cyberinfrastructure also offers standardized web services that can be invoked and integrated within and across cloud environments. For the validation of the framework, the cyberinfrastructure is implemented for the monitoring of the bridges along the I-275 Corridor in the state of Michigan. The results show that the cyberinfrastructure can serve as a data hub for the bridge monitoring and management through which users and applications can access different types of bridge monitoring information.
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