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ABSTRACT

With advances in sensing and communication technologies, engineering systems are now commonly instrumented with sensors for system monitoring and management. Occasionally, when sensors become malfunction, it is advantageous to automatically determine faulty sensors in the system and, if possible, recover missing or faulty data. This paper investigates the use of machine learning techniques for sensor data reconstruction and anomaly detection. Specifically, bidirectional recurrent neural network (BRNN) is employed to build a data-driven model for sensor data reconstruction based on the spatiotemporal correlation among the sensor data. The reconstructed sensor data can be used not only for recovering the data of the faulty sensors, but also for detecting anomalies based on an analytical redundancy approach. The proposed method is tested with vibration data based on a numerical simulation of a sensor network for bridge monitoring application. In terms of prediction accuracy, the results show that the BRNN-based sensor data reconstruction method performs better than other existing sensor data reconstruction methods. Furthermore, the sensor data reconstructed can be used to detect and isolate the anomalies caused by faulty sensors.
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1. INTRODUCTION

In today’s engineering applications, sensors serve a critical role in monitoring and controlling the operations of an engineering system. Data collected from sensors enables fault detection and evaluation of the health of the system [1, 2]. However, sensors can become faulty due to various reasons, including noise, poor installation, harsh environment, aging, battery problem, etc. [3]. Faulty sensors generate various types of faulty data, such as bias, drift, complete failure and precision degradation [4]. Some faults (e.g., complete failure of a sensor) are relatively easy to detect, whereas other faults (e.g., precision degradation in the sensor output) are relatively difficult to identify. Faulty sensors not only cause permanent loss of valuable data, but also can lead to inaccurate diagnosis of the monitored system. For successful deployment of a sensing system, sensors need to be validated and the faulty data from faulty sensors should be reconstructed.

Sensor validation consists of three basic problems, namely sensor fault detection, fault isolation and fault reconstruction [4]. The three faulty sensor problems are closely related to each other. For example, sensor data reconstruction (i.e., fault reconstruction) can be used to recover the data of faulty sensors detected by fault detection and isolation. Furthermore, sensor data reconstruction can be used to detect and isolate faulty sensors via an analytical redundancy method that captures anomalies based on the discrepancy between the measurement data and the reconstructed data [5]. Abilities to accurately reconstruct sensor data are important for maintaining a healthy sensor network. This paper discusses a highly accurate sensor data reconstruction method that can potentially be used for data recovery, as well as for anomaly detection and isolation.

Typically, sensor data reconstruction methods attempt to predict the data of a target sensor based on the data collected by other sensors. One approach is to use the spatial correlation among the sensors. Sensor data reconstruction methods based on spatial correlation have been proposed using statistical and machine learning approaches, such as principal component analysis (PCA) [6], minimum mean square error (MMSE) estimation [7], support vector regression (SVR) [8] and artificial neural network (ANN) [9, 10, 11, 12]. While the studies have shown that the spatial correlation-based methods can
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reconstruct the sensor data well, the accuracy can be improved by considering additional information, such as the temporal correlation among the sensor data. For example, Kullaa [7] extends the MMSE-based sensor validation approach by utilizing the linear spatiotemporal correlation among the sensors. To handle the nonlinear spatiotemporal correlation among the sensor data, various architectures of ANN have been investigated. Moustapha and Selmic [13] propose a sensor validation method based on the recurrent neural network (RNN) to take into consideration both the spatial and the temporal correlations among the data. So far, most studies have considered only the data from the past to reconstruct the sensor data. A future context, if available, can help improve the accuracy of data reconstruction and anomaly detection.

This paper describes a data-driven sensor data reconstruction and anomaly detection method that leverages the spatial and the past and future temporal correlations among the sensor data. Specifically, bidirectional recurrent neural network (BRNN) [14] is employed to construct a sensor data reconstruction model. In the next section, BRNN-based method for sensor data reconstruction will be described. We then discuss faulty sensor detection and isolation using the data reconstructed by the BRNN-based method. The proposed methods are demonstrated and validated with bridge monitoring application using numerical simulations. The paper concludes with a brief summary and discussion.

2. BRNN-BASED SENSOR DATA RECONSTRUCTION METHOD

This section describes the BRNN-based method for sensor data reconstruction. First, the architecture of BRNN model for sensor data reconstruction is described. The model training and data reconstruction processes are then discussed.

2.1 BRNN model for sensor data reconstruction

Consider a sensor network consisting of \( N \) input sensors and a single output (target) sensor, each with time series measurement data denoted, respectively, as \( x(t) = \{x_1(t), \ldots, x_i(t), \ldots, x_N(t)\} \) and \( y(t) \) where \( t = 1, \ldots, T \), the number (or length) of measurements (or time steps) per each sensor, and \( i = 1, \ldots, N \), the number of input sensors. The sensor data reconstruction problem can be treated as a supervised learning or regression problem for estimating the predicted outputs \( \hat{y}(t) \), where \( t = 1, \ldots, T \), using the input measurement data \( x(t) \), such that the predictions \( \hat{y}(t) \) are good estimations of the actual output measurements \( y(t) \).

Figure 1 depicts the neural network architecture of the BRNN model and the computational flows between the layers of the neural network per each time step and among the different time steps. For each time step \( t \), the neural network consists of three layers:

- An input layer consists of \( N \) input units containing the data \( x(t) \) from the \( N \) input sensors.
- An output layer consists of a single output unit containing the predicted value \( \hat{y}(t) \) of the target sensor.
- A hidden layer consists of \( M \) forward hidden units and \( M \) backward hidden units containing the values denoted by \( h^f(t) \) and \( h^b(t) \), respectively.

![Figure 1. Structure of bidirectional recurrent neural network with a single hidden layer](image-url)
As shown in Figure 1, the hidden units at each time step $t$ are connected with the adjacent hidden units at time steps $t - 1$ and $t + 1$. Specifically, the forward hidden units are fully connected with the data flow from $h^f(t - 1)$ to $h^f(t)$ and the backward hidden units with data flow from $h^b(t + 1)$ to $h^b(t)$. As depicted using the directional arrows in Figure 1, the values of the hidden units are updated at each iteration as:

$$h^f(t) = f\left(U^f x(t) + W^f h^f(t - 1) + b^f\right)$$

$$h^b(t) = f\left(U^b x(t) + W^b h^b(t + 1) + b^b\right)$$

where (1) $U^f$ and $U^b$ denote the $M \times N$ weights connecting the $N$ input units to the $M$ forward hidden units and to the $M$ backward hidden units, respectively; (2) $W^f$ and $W^b$ denote the $M \times M$ weights between the hidden units of two successive time steps; and (3) $b^f$ and $b^b$ denote the $M \times 1$ biases for the hidden units. In addition, $f(\cdot)$ denotes an activation function which can be a linear or nonlinear function [15]. In this study, the hyperbolic tangent function is selected as the activation function for both the forward and the backward hidden units:

$$f(z) = \frac{(e^z - e^{-z})}{(e^z + e^{-z})}$$

Once $h^f(t)$ and $h^b(t)$ of the hidden units are obtained, the predicted output data $\hat{y}(t)$ at the time step $t$ can be computed as:

$$\hat{y}(t) = v^f \cdot h^f(t) + v^b \cdot h^b(t) + c$$

where $v^f$ and $v^b$ denote a vector of $M$ weighting values that connect the output unit with the forward and the backward hidden units, respectively, and $c$ denotes the bias for the output unit. From Eqs. (1), (2) and (4), it can be seen that the reconstructed output data $\hat{y}(t)$ at time step $t$ involves the past context with the forward hidden units with $h^f(t - 1)$, the present context from the current input data $x(t)$ and the future context with the backward hidden units with $h^b(t + 1)$.

### 2.2 Training the BRNN model

The BRNN model is trained with a dataset $\{(x(t), y(t)), t = 1, 2, ..., T\}$ of measurements from the input and output sensors. First, for each sensor, the time series data is normalized to have a zero mean and scaled to have values within the range from -1 to 1 for good convergence during the training process [16]. The normalized and scaled data is then used to train the BRNN model by calibrating the parameters (i.e., the weights $U^f, U^b, W^f, W^b, v^f, v^b$ and the biases $b^f, b^b, c$) to minimize the difference between the actual measurement $y(t)$ and the predicted output $\hat{y}(t)$ for each time step $t = 1, ..., T$. The backpropagation through time (BPTT) algorithm is employed for training the BRNN model [17]. The BPTT algorithm consists of three basic steps [14]:

- **In the forward pass**, the predicted output data $\hat{y}(t)$ is calculated for $t = 1, ..., T$ using the input data $x(t)$ through Eqs. (1), (2) and (4).
- **In the backward pass**, the gradients of the loss (i.e., the difference) between the measured output data $y(t)$ and the predicted output data $\hat{y}(t)$, $t = 1, ..., T$, with respect to the parameters are computed. The gradients are then propagated through the connections between the layers and among the different time steps.
- **For parameter update**, the parameters of the BRNN model are adjusted based on the propagated gradients via an optimization procedure, such as the Adaptive Moment Estimation (Adam) algorithm [18].

These three steps are repeated until the change of the loss is within a predefined threshold or the number of epochs (i.e., the number of times that the entire training dataset is being processed) reaches a prescribed limit.

### 2.3 Data reconstruction using trained BRNN model

Once the BRNN model is trained, the time series output data $\hat{y}'(t)$ of length $T'$ of the target sensor can be estimated using the corresponding time series data $x'(t)$ from the input sensors. The sensor data reconstruction consists of two steps. First, the input data $x'(t)$, $t = 1, ..., T'$, are normalized and scaled using the normalization and scaling factors obtained during the training process. Second, the BRNN model is then used to reconstruct the output data $y'(t)$ using Eqs. (1), (2) and (4).

The reconstructed output data can have at least three different usages. First, when both the input data $x'(t)$ and the output data $y'(t)$ are available, the BRNN model can be evaluated by computing the root-mean-square-error (RMSE) as:
The reconstruction error $\epsilon$ can be used as an indicator to detect potential anomaly of the output sensor. Second, if the target sensor is known to be faulty, the faulty measurement data $y'(t)$ can be replaced by the reconstructed data $\hat{y}'(t)$. Third, as to be discussed in the next section, if the time series data of a sensor indicates the possibility of anomalies, the reconstruction error $\epsilon$ computed by Eq. (5) can be used to detect and isolate the anomalies.

3. ANOMALY DETECTION USING RECONSTRUCTED SENSOR DATA

Among the widely used fault detection and isolation (FDI) methods is the analytical redundancy approach that determines anomalies by comparing the original measurement data with the reconstructed data [5, 19, 20]. This section describes the sensor validation process, which includes anomaly detection and isolation, using the analytical redundancy approach based on the reconstructed sensor data.

3.1 Anomaly detection

The goal of anomaly detection is to determine the existence of one or more faulty sensors in a sensor network. The basic idea of the anomaly detection is that the existence of a faulty sensor will lead to some “measurable” difference between the measured data and the reconstructed data.

For the anomaly detection of a system with $N$ sensors, it is necessary to consider the $N$ combinations of the input and output pairs of sensors. That is, for the $n^{th}$ combination, the $n^{th}$ sensor is considered as the output (target) sensor while all other sensors are treated as input sensors. Therefore, prior to the anomaly detection, the BRNN models $g_1(\cdot), \ldots, g_N(\cdot)$ for all $N$ input-output combinations are first created and trained. Furthermore, the trained models are employed for testing on a number of trial datasets to establish the confidence levels for the anomaly detection. In this study, the confidence thresholds $C_1, \ldots, C_N$ are defined for each input-output combination based on a 95% confidence interval established for the trained BRNN models $g_1(\cdot), \ldots, g_N(\cdot)$. As summarized in Algorithm 1, the anomaly detection proceeds as follows:

1. Select an output, say $n^{th}$, sensor from the $N$ sensors in the network.
2. Reconstruct the output data for the $n^{th}$ sensor using the corresponding BRNN model $g_n(\cdot)$ and the input data from all other sensors through Eqs. (1), (2) and (4) (see line 3 of Algorithm 1).
3. Compute the reconstruction error of the target sensor using Eq. (5) (see line 4 of Algorithm 1).
4. Repeat steps (1), (2) and (3) for all $N$ input-output combinations (see line 1 of Algorithm 1).
5. If the reconstruction error from any of the $N$ input-output combinations exceeds the defined confidence thresholds, the system is assumed to have at least one faulty sensor (see line 6 of Algorithm 1).

Algorithm 1. Anomaly detection using BRNN model

Input:
$g_1(\cdot), \ldots, g_N(\cdot)$: trained BRNN models
$C_1, \ldots, C_N$: thresholds for anomaly detection
$D' = [d'_1, \ldots, d'_n, \ldots, d'_N]$: preprocessed testing dataset collected by the $N$ sensors where $d'_i$ consists of the measurement data $\{x'_i(1), \ldots, x'_i(T')\}$ for sensor $i$.  
1: for each $n \in [1, N]$ do
2: Set output $y' \leftarrow d'_n$ and input $D' \setminus d'_n = [d'_1, \ldots, d'_{n-1}, d'_{n+1}, \ldots, d'_N]$
3: Compute $\hat{y}'$ of the $n^{th}$ sensor using BRNN model $g_n(\cdot)$ and input $D' \setminus d'_n$, according to Eqs. (1), (2) and (4)
4: Compute the reconstruction error $\epsilon_n$ for the $n^{th}$ sensor between $y'$ and $\hat{y}'$ using Eq. (5)
5: end for
6: if $\exists n \in [1, N]$ $\epsilon_n > C_n$, then there exist anomalies (i.e., at least one faulty sensor exists among the $N$ sensors)

3.2 Anomaly isolation

The goal of anomaly isolation is to identify the faulty sensor in a system. A simple approach for anomaly isolation would be to infer the sensors with reconstruction errors exceeding their thresholds as faulty sensors. However, this approach is prone to false positive error because a faulty sensor can increase the reconstruction error not only when the faulty sensor
is the output sensor, but also when the faulty sensor is one of the input sensors. Another approach is to consider the sensor with the largest reconstruction error in comparison to the threshold as the faulty sensor. However, this approach is prone to false negative error when there exist multiple faulty sensors. To avoid the likelihood of false positive and false negative errors, an elimination approach is employed in this work.

The basic idea is that the faulty sensor causes only local effects and, thus, the anomaly disappears if all faulty sensors are removed from the sensor network [21]. The procedure follows the anomaly detection algorithm by iteratively eliminating the faulty sensors and their measurement data. Using the test dataset for anomaly detection, a set of potentially faulty sensors, where the reconstruction errors exceed the confidence thresholds, are first identified. The elimination procedure for isolating the faulty sensors then proceeds as shown in algorithm 2 as follows:

1. Assign the sensor with the highest reconstruction error as a faulty sensor and remove the sensor from the network.
2. Train and construct the BRNN models and compute the confidence threshold with the rest of the sensors in the network without the previously identified faulty sensors.
3. Perform the anomaly detection procedure (Algorithm 1) to identify faulty sensor, if any.

The procedure is repeated until no further faulty sensors are identified.

**Algorithm 2. Anomaly isolation based on elimination approach**

**Input:**
\[ X = \{1, \ldots, N\} \]: a list of all \( N \) sensors
\[ S = \{n \in X|\epsilon_n > C_n\} \]: a list of potentially faulty sensors with \( \epsilon_n > C_n \)
\[ F = \emptyset \]: a list of faulty sensors, initially set to null
\[ D = [d_1, \ldots, d_N] \]: preprocessed training dataset collected by the \( N \) sensors
\[ D' = [d'_1, \ldots, d'_N] \]: preprocessed testing dataset collected by the \( N \) sensors

1. **Loop until** \( S = \emptyset \)
2. Append a sensor \( i \) with the highest reconstruction error in the list \( S \) to the list \( F \)
3. Update the training dataset \( D \leftarrow D\setminus d_i \) and the testing dataset \( D' \leftarrow D'\setminus d'_i \)
4. Construct and train BRNN models \( g_n() \), \( n \in X\setminus F \) with the remaining training dataset \( D \) from sensors \( X\setminus F \)
5. Compute the confidence threshold \( C_n, n \in X\setminus F \)
6. Perform Algorithm 1 for anomaly detection with the testing dataset \( D' \)
7. Update the list of the potentially faulty sensors \( S \leftarrow \{n \in X\setminus F|\epsilon_n > C_n\} \)
8. **end loop**
9. Identify the sensors in the list \( F \) as potentially faulty

**4. NUMERICAL SIMULATIONS**

Numerical simulations are conducted to demonstrate and evaluate the BRNN-based sensor data reconstruction method. As shown in Figure 2(a), a finite element (FE) model for the Telegraph Road Bridge located in Monroe, Michigan is employed [22, 23]. Here, the FE model is constructed using CSI Bridge [24], a commonly used bridge analysis tool. Vertical vibration responses due to randomly traveling vehicles are simulated and recorded at 18 (sensor) locations on the two exterior girders, as shown in Figure 2(b).

![3-D FE model](image1)

(a) 3-D FE model

![Sensor layout](image2)

(b) Sensor layout

Figure 2. Finite element model and sensor layout of the Telegraph Road Bridge
To emulate the load conditions on the bridge, moving vehicles are randomly defined using the variables summarized in Table 1. The vehicle types (labelled as auto, H-20, HS-20 and HS-25), as shown in Figure 3, and their loads are defined based on the AASHTO (American Association of State Highway and Transportation Officials) standard [25]. Dynamic time history analyses are performed with randomized traffic patterns on the bridge to generate the vertical vibration response (sensor) data. Each analysis assumes a 10-second duration with incremental time step size of 0.005 (i.e., a sampling rate of 200 Hz). To generate sufficient amount of data for the data-driven method, a total of 300 analyses are conducted with randomized moving vehicle loads. Through 300 analyses, 600,000 data points per sensor location are collected and preprocessed (i.e., normalized and scaled) as shown in Figure 4.

![Figure 3. Vehicle load definition](image)

![Figure 4. Simulated vertical acceleration measurements](image)

Table 1. Random variables composing randomized traffic

<table>
<thead>
<tr>
<th>Factor</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of vehicles</td>
<td>1, 2, ..., 9</td>
</tr>
<tr>
<td>Vehicle type</td>
<td>Auto, H-20, HS-20, HS-25</td>
</tr>
<tr>
<td>Vehicle speed</td>
<td>70 – 120 km/h (45 – 75 mph)</td>
</tr>
<tr>
<td>Vehicle lane</td>
<td>Three lanes (lane 1, lane 2 and lane 3)</td>
</tr>
<tr>
<td>Vehicle interval in a lane</td>
<td>1.5, 3.0, 4.5, 6.0 seconds</td>
</tr>
</tbody>
</table>

4.1 Evaluation of BRNN for sensor data reconstruction

In this section, the BRNN-based sensor data reconstruction method is evaluated by comparing with other existing methods, including principal component analysis (PCA) [6], minimum mean square error (MMSE) estimation [7], feedforward neural network (FNN) [11] and recurrent neural network (RNN) [13]. Two BRNN models for reconstructing the data of Sensor 4 and Sensor 9 are created for the testing purpose. For comparison, PCA-, MMSE-, FNN- and RNN-based models corresponding to the two BRNN models are also created. The hyperparameters of neural network models, including FNN, RNN and BRNN, are determined heuristically, as listed in Table 2. Neural network models are constructed and trained using PyTorch [26].
Table 2. Hyperparameters of neural network models

<table>
<thead>
<tr>
<th></th>
<th>FNN</th>
<th>RNN</th>
<th>BRNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of hidden layers</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Number of hidden units</td>
<td>100</td>
<td>100</td>
<td>100 (50 forward and 50 backward hidden units)</td>
</tr>
<tr>
<td>Activation function for hidden layer</td>
<td>Hyperbolic tangent function</td>
<td>Hyperbolic tangent function</td>
<td>Hyperbolic tangent function</td>
</tr>
<tr>
<td>Activation function for output layer</td>
<td>Linear function</td>
<td>Linear function</td>
<td>Linear function</td>
</tr>
<tr>
<td>Optimization algorithm</td>
<td>Adam</td>
<td>Adam</td>
<td>Adam</td>
</tr>
<tr>
<td>Loss function</td>
<td>MSE</td>
<td>MSE</td>
<td>MSE</td>
</tr>
<tr>
<td>Learning rate</td>
<td>$10^{-3}$</td>
<td>$10^{-3}$</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Maximum number of epochs</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>

Figure 5. Sensor data reconstruction results for different methods (PCA, MMSE, FNN, RNN and BRNN)
For each of the output target sensors (i.e., Sensors 4 and 9), five data reconstruction models (i.e., PCA, MMSE, FNN, RNN and BRNN) are trained with 80,000 data points (from data points 1 to 80,000) per sensor and tested with 40,000 data points (from data points 80,001 to 120,000) per sensor. Figure 5 shows the sensor data reconstruction results for the different methods. It should be noted that, for the sake of readability, the plots in Figure 5 show only 100 data points out of 40,000 reconstructed data points.

As can be seen in Figure 5(a), all methods work well for Sensor 4 which locates at the center of the bridge. For Sensor 9, which locates near the support, RNN and BRNN work better than the other methods as shown in Figure 5(b). Table 3 provides detailed information on the reconstruction results, including the computation time and the testing errors. A notable aspect shown in the results is that the testing error for the sensor at the center of the bridge (i.e., Sensor 4) is generally lower than the sensor located near the support of the bridge (i.e., Sensor 9). This is because the sensor located near the support has only one adjacent sensor, which means that there exists less spatial information for estimating the sensor data. Nevertheless, BRNN models yield much smaller RMSE error for Sensor 9 than all other methods, as the method takes both spatial and bidirectional temporal correlation into account. One tradeoff for the BRNN model is the amount of training time required. Once BRNN model is trained, the reconstruction process can be executed very efficiently even though the computing time remains higher than the other methods.

Table 3. Computing time and testing error of different sensor data reconstruction methods

<table>
<thead>
<tr>
<th></th>
<th>PCA</th>
<th>MMSE</th>
<th>FNN</th>
<th>RNN</th>
<th>BRNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Training time per epoch (sec/epoch)</td>
<td>-</td>
<td>-</td>
<td>≈ 0.51</td>
<td>≈ 34.19</td>
<td>≈ 86.21</td>
</tr>
<tr>
<td>Total training time (sec)</td>
<td>≈ 0.053</td>
<td>≈ 0.026</td>
<td>≈ 510</td>
<td>≈ 6,838</td>
<td>≈ 17,242</td>
</tr>
<tr>
<td>Testing time (sec)</td>
<td>≈ 2.155</td>
<td>≈ 0.006</td>
<td>≈ 0.049</td>
<td>≈ 7.445</td>
<td>≈ 8,3971</td>
</tr>
<tr>
<td>RMSE for Sensor 4</td>
<td>0.0154</td>
<td>0.0151</td>
<td>0.0125</td>
<td>0.0034</td>
<td>0.0035</td>
</tr>
<tr>
<td>RMSE for Sensor 9</td>
<td>0.0658</td>
<td>0.0432</td>
<td>0.0308</td>
<td>0.0105</td>
<td>0.0070</td>
</tr>
</tbody>
</table>

4.2 Anomaly detection and isolation

To test the BRNN-based method for sensor validation problem, a faulty sensor scenario, in which the response datasets generated at Sensors 4 and 6 are corrupted with noise, is considered. Three test cases, each of which consists of 40,000 data points (selected from the data points from 480,001 to 600,000) per sensor are considered. Random noises are applied to each dataset of the test cases on Sensors 4 and 6 such that:

$$x'(t) = x'(t) \times s, \quad s \in N(1, \sigma^2)$$

(6)

where $i$ is the index of the faulty sensors (i.e., 4 and 6) and $t = 480,001, \ldots, 600,000$. The level of noise is set by varying $\sigma = 0, 0.05, 0.1$. The experimental tests are conducted as follows:

1. Baseline models with good quality data without noise are constructed. First, 18 BRNN models (i.e., 18 input-output combinations) are created by treating one sensor as the output while all other 17 sensors as input. For training, 80,000 data points (from the data points 1 to 80,000) per each sensor are employed.

2. The confidence thresholds of the reconstruction errors are determined by computing the 95% confidence interval of the reconstruction errors for 10 test case scenarios, each has 40,000 data points (with good quality and without noise) selected from the data points 80,001 to 480,000.

3. The reconstruction error for the three test cases with abnormal (noisy) datasets are computed for the 18 combinations of input and output sensor locations. For each test case, the computed reconstruction errors are then averaged over the entire dataset of 40,000 points. The reconstruction errors are compared with the thresholds.

Figure 6(a) shows the difference ($\varepsilon - \mathcal{C}$) between the average reconstruction error $\varepsilon$ and the threshold $\mathcal{C}$ at each sensor location. Here, the range of the $y$-axis is set to be greater than 0 to visualize only the reconstruction errors exceeding their thresholds. As shown in Figure 6(a), the reconstruction errors exceed the thresholds when the noise level $\sigma \geq 0.05$. As the noise level increases, the discrepancy between reconstruction error from the faulty data and the thresholds of the base model increases. It can also be seen that the discrepancies appear on all sensors (1-8) along the same girder with Sensors 4 and 6. This result is probably due to higher correlations among the response data on the same girder. This result also shows that while the anomaly is detected by comparing the reconstruction errors and thresholds, further analysis is needed to identify the location of faulty sensor.

To identify the faulty sensors, the dataset for Sensor 6, which has the highest discrepancy between the reconstruction errors from the noisy dataset and the threshold, is removed. For the remaining 17 sensors, the procedures for model training (with
the 1 to 80,000 data points), computing the thresholds using 10 test cases each with 40,000 data points (from 80,001 to 480,000) and calculating the reconstruction errors with the three abnormal (noisy) datasets each with 40,000 data points (from 480,001 to 600,000) are repeated. Figure 6(b) shows the results without the dataset from Sensor 6. The results, however, still show detected anomalies, where Sensor 4 has the highest discrepancy between the reconstruction errors and its threshold. Therefore, the anomaly isolation procedure is continued by removing the dataset for Sensors 4 and 6. For the remaining 16 sensors, the procedures for model training, computing the threshold and calculating the reconstruction error are repeated with the same data points. Figure 6(c) shows the results without the datasets from Sensors 4 and 6. As no anomaly is detected after removing the dataset for Sensors 4 and 6, this implies that Sensors 4 and 6 are the potentially faulty sensors. This example shows that the data reconstruct using the BRNN method can detect and identify multiple faulty sensors.

Figure 6. Anomaly detection and isolation for the anomaly due to noise at Sensor 4 and Sensor 6

5. SUMMARY AND CONCLUSION

This paper discusses a data-driven sensor data reconstruction and anomaly detection method using bidirectional recurrent neural network. Unlike existing methods that typically use only the spatial correlation among the sensor data, the proposed method utilizes spatiotemporal correlation among sensor data to improve sensor data reconstruction accuracy. The bidirectional recurrent neural network capture spatiotemporal correlation in both positive time direction (i.e., past to present) and negative time direction (i.e., future to present). The BRNN-based sensor data reconstruction method consists of two phases, namely the training phase and the data reconstruction phase. In the training phase, a BRNN model is trained with training dataset that contains input sensors’ data, as well as output sensor’s data. In the data reconstruction phase, the trained BRNN model reads the input sensors’ data and predicts the output sensor’s data. The reconstructed sensor data can be used not only to recover faulty or missing sensor data, but also to detect and isolate anomalies by computing the difference between the measured sensor data and the reconstructed sensor data. The proposed method is demonstrated with the vibration data collected from numerical simulations that emulate a bridge structure under dynamic moving vehicle loads. The simulation results show that although with higher computational costs, the BRNN-based sensor data reconstruction method gives better accuracy on the predicted data than other existing data reconstruction methods, such as PCA-, MMSE-, FNN- and RNN-based methods. Furthermore, the results show that by combining with the analytical redundancy approach the sensor data reconstructed using BRNN-based method is able to detect and isolate anomalies for the faulty sensors.
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