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ABSTRACT

Recent years have seen growing interest in applyiirgless sensing and embedded computing techreslofgir
structural health monitoring and control. The immration of these new technologies greatly redsystem cost by
eliminating expensive lengthy cables, and enablighhh flexible system architectures. Previous sgsh has
demonstrated the feasibility of decentralized wiss| structural control through numerical simulatiamd preliminary
laboratory experiments with a three-story structuféis paper describes latest laboratory experisndrat are designed
to further evaluate the performance of decentrdliz@eless structural control using a six-storysture. Commanded
by wireless sensors and controllers, semi-activgnarheological (MR) dampers are installed betweeighboring
floors for applying real-time feedback control fesc Multiple centralized/decentralized feedbachtiad architectures
have been investigated in the experiments, in coatlon with different sampling frequencies. Th@exments offer
valuable insight in applying decentralized wirelesstrol to larger-scale civil structures.
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1. INTRODUCTION

During the last few decades, real-time feedbaaicsiral control has attracted a great amount efést in the structural
engineering community [1-4]. It was reported thhbut 50 buildings and towers had been instrumewitid various
types of structural control systems from 1989 t02(b]. A feedback structural control system corgaa network of
sensors, controllers, and actuators. Componertssmetwork collaboratively mitigate structurdbration when strong
external excitations (such as earthquakes or typt)ooccur. When the excitation begins, dynamipaases of the
structure are measured by sensors in real timasd8elata are immediately communicated to a cdatravhich makes
appropriate control decisions and dispatches thimap decisions to the actuators. The actuatoen thpply
corresponding forces to the structure to countéariz® the external excitation, so that excessinettral vibration is
effectively mitigated. Typical actuators for feadhk structural control include semi-active hydrawampers (SHD),
magnetorheological (MR) dampers, active mass danp&MD), etc. Semi-active control devices are euntly
preferred by many researchers and engineers, tecdubeir power efficiency, inherent stability,dandaptability in
real-time feedback control.

In traditional semi-active structural control syste coaxial wires are normally used to provide camication links
between sensors, controllers, and actuators. ésitte of the structure increases, the cost odliivgj the wires grows
rapidly. Furthermore, once a cabled control syseemstalled, reconfiguring the system would reguiostly rerouting
of the cables. With the increasing availabilityvafeless communication and embedded computingntdolyies, there
has been extensive work towards the developmentrefess sensing technologies for structural maimtpapplications
[6, 7]. The adoption of wireless sensing technaegian remedy the high installation cost of comiakoable-based
systems, which can cost up to a few thousand dopar sensing/actuation channel [8]. A naturakmsion of the
wireless sensing technology, as it matures, iscpboee its applicability for semi-active or actigentrol by eradicating
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lengthy cables associated with traditional congydtems. Sensor data can be transmitted wirelessijreless control
units where embedded control algorithms are exddateletermine control actions for the actuators.

Another feature of traditional feedback structwahtrol systems is their centralized communicationemes. In such a
system, one central controller collects data frdhthee sensors in the structure. The controllentimakes control
decisions, and commands all the structural actsatém a centralized control system, requirement€@mmunication
range and data transmission rate increase rapidly the structural size and the number of senscitsdtors being
deployed. These communication requirements coesdllt in considerable economical and technicalaiffies for
implementation in large-scale civil structures, tsias high-rise buildings with hundreds of storidaurthermore, the
centralized controller represents a point of pasitottieneck failure for the whole system. Irder to resolve these
inherent problems of a centralized control systelternative decentralized control strategies haentexplored [9-11].
In decentralized control systems, multiple contnalare distributed throughout the system. Raggidata only from
neighboring sensors, each controller commands tactuan its vicinity. As a result, shorter commeation range and
lower data transmission rate are required; meaewhie risk of single-point bottleneck failure iBménated by
decentralization. Decentralized control has begpli@d to systems such as flocks of aerial vehjclegonomous
automobiles on the freeway, the power distributioid, spacecrafts moving in formation, etc. Howews application
in large-scale civil structural control is still its infancy.

To overcome the above issues with cabled commuoitcaind centralized system architecture, this mebeaxplores a
novel approach for feedback structural control. il&/traditional systems are typically wired and tralized, this

research utilizes a decentralized wireless systéthen replacing wired communication channels wittelg@ss ones for
feedback structural control, issues such as coatidim of sensing and control units, communicatiange limit, time

delay, and potential data loss need to be examirtaat. example, time delay due to wireless commuitinacauses
degradation of the real-time performance of a adrsystem [12]. On the other hand, the disadvantdglecentralized
control is that only sub-optimal control performancan be achieved, because each controller onlyldta$ and

neighboring sensor data to make control decisioftseoretical and experimental investigations areded to discover
whether the benefits of lower communication latesgspass the disadvantage of limited sensor data.

To achieve adequate control performance in dedemgdawireless feedback control, a decentralizedcstiral control
algorithm based on the linear quadratic regulat@R) optimization criteria has been proposed by ah¢hors [13].
The algorithm is specifically designed to consiflsrdback time delay effect when computing optimaitmol forces.
Feasibility and performance of the decentralizedelss structural control system have been illtestrathrough
experimental tests using a three-story laborattmycture [14] and numerical simulations using asffry benchmark
structure [15]. To further investigate the effeetiess of decentralized wireless feedback structooatrol,
experimental tests with a larger-scale six-storycstire were recently completed in the Nationalt€efor Research on
Earthquake Engineering, Taiwan. In the latesstabe wireless sensing and control network wastcocted using the
recently developed wireless sensing/actuation éeviamed “Narada”, which incorporates IEEE 802.1bireless
communication standard and achieves much shortamemication delay [16]. Reliability of the Naradaits in real-
time feedback structural control is to be validabgdthe experiments. This paper first reviews wheeless feedback
structural control system, including the Naradaeliss sensing/actuation units and the decentralimedess structural
algorithm. The six-story laboratory structure arekperimental setup are then presented. Multiple
centralized/decentralized control architecturesratirgg at different sampling frequencies are déscti Finally, the
control performance of different architecturesaspared.

2. OVERVIEW TO WIRELESSFEEDBACK STRUCTURAL CONTROL SYSTEM

The design of a wireless feedback structural cosyrstem involves integrating components such agvwere, software,
and control algorithms. The hardware componentssisb of individual wireless sensing and controvides. The
networked devices collaborate with each other ttuce overall dynamic responses of the structurée Joftware
components are embedded in individual devices aaduted by local microprocessors. Decentralizedlieack control
algorithms are also need to make real-time optitnatrol decisions based on sensor data. Thisosefitst describes
the wireless sensing and control devices, and theiews the decentralized feedback control algorithsed in this
research.
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Fig. 1. Narada wireless sensing/actuation unitgiesl by Swartz and Lynch [16].

2.1 Narada wireless sensing/actuation device

The Narada wireless sensing/actuation prototypereesntly designed by Swartz and Lynch [16] (Fig. Each unit
consists of four functional modules: sensor sigdigitization, computational core, wireless commaticn, and
actuation signal generation. The sensor signdaiiziigion module, which mainly consists of the Texastrument 16-bit
A/D converter ADS8341, converts analog sensor $igimbo digital data. Up to four analog sensors ba connected
with each Narada unit. Sensor data is transfeiwethe computational core through a high-speedaSPeripheral
Interface (SPI) port. In addition to a low-powebBAtmel ATmegal28 microcontroller, external Staflandom Access
Memory (SRAM) of 128kB is integrated with the conmional core to accommodate local data storage and
interrogation.  Application programs are embedded @xecuted by the microcontroller. The wirelesst u
communicates with other units or a computer settwerugh the wireless modem, Chipcon CC2420. Amaignals as
control commands are sent to structural actuatomugh the Texas Instruments D/A converter DAC761k to two
structural actuators can be commanded by one Nangta

In the previous wireless feedback control tests pletad by the authors [14], WiSSCon (Wireless Stna Sensing
and Control) units were used. The WiSSCon and ddataits share certain similarities, in terms af tomputing
power and high-precision sensor signal digitizatio@ompared with WiSSCon sensing/actuation unit& major
advantage of the Narada units is its low latencyireless communication. WiSSCon units support tyoes of
wireless transceivers, i.e. the MaxStream 9XCited 24XStream modules. Wireless transmission of &yt packet
takes about 20ms using the 24XStream transceiver,adout 5ms using the 9XCite wireless transceivfith the
Chipcon CC2420 wireless radio in the Narada utits, transmission of a 10-byte packet takes onlyusfhdb~2ms.
This low-latency wireless transmission is particiyl®eneficial for feedback structural control apptions, because low
communication latency indicates higher samplingdiency and lower feedback delay.

2.2 Decentralized structural control algorithm considering time-delay effect

A linear quadratic regulator (LQR) output feedbacktrol algorithm that considers time delay effdstsummarized
below. For a lumped-mass structural model wittegrees-of-freedom (DOF) anuactuators, the discrete system state-
space equations consideringteps of feedback time delay can be stated as [17]

z,[k+1] = Ayz,[K] +Byp, [k~1], wherez, [K] = {ij Hz}} 1)

In Eq. (1), z, [k] andp, [k—I] represent, respectively, tha 2 1 discrete-time state-space vector at time Istepd the
m x 1 control force vector with time delay. The niwds A, and B, are the & x 2n system matrix and then2x m

actuator location matrix, respectively. The objexto minimize a cost functiodt

0
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by selecting an optimal control force trajectqry. Let the system output be denoted by & 1 system vectoy, [k]
measured at tim&. The state-space vectay [k|] and output vectory,[k] can be related by & x 2n linear
transformation,D, , that is:

Yo [K] = Dyz4[K] 3)

For example, if the inter-story velocities betwesljacent floors are available for making contratisiens and defined
as the output vector, the output matiy should have following form:

1 0 0 - 0
-1 1 o ... 0
Dy=[0pa] | O -1 1 -+ O (4)
i 0 - 0 -1 1],

The optimal output feedback control forqe, can be computed using amx g gain matrixG, as:

P4 [k] =Gy [k] 5)

where the gain matriXG, is designed so that the cost functidris minimized. Chunget al. [18] proposed the

formulation to the above output feedback contralbpem considering time delay {ime steps). As a result, a set of
coupled nonlinear matrix equations can be solved do optimal output feedback gain matr®;. In our
implementation, an iterative algorithm introduceg bunze [11] is modified to solve the matrix eqoas. The
algorithm described by Lunze also provides theilfiéity to handle additional external constraintin particular, this
algorithm can compute a suboptimal control solufiena decentralized system simply by constrairtheg structure of
G4 to be consistent with the decentralized architectiReaders interested in the algorithm are refeto the reference
[13].

3. LABORATORY SETUP FOR DECENTRALIZED WIRELESS FEEDBACK CONTROL

To study the performance of decentralized strutwoatrol for a larger-scale structure, validatiests are conducted at
the National Center for Research on Earthquake rieeging (NCREE) in Taipei, Taiwan. The laboratestup,
including the six-story test structure and the dgpient of the wireless feedback control systendeiscribed in this
section.

The six-story steel frame structure is designed @omtstructed by researchers affiliated with NCREK).(2a). The
dimensions of the structure are provided in Fig. Zbe structure is mounted on a 5m x 5m six-DCOdksltable, which
can generate ground excitations with frequenciessipg from 0.1Hz to 50Hz. For this study, oniynddudinal
excitations are used. Along this direction, thakghtable can excite the structure with a maximuweekration of
9.8m/é. The excitation has a maximum stroke and force@25m and 220kN, respectively. The test striecamd
shake table are heavily instrumented with acceleters, velocity meters, and linear variable disptaent transducers
(LVDT) to measure their dynamic response. Thess@s are interfaced to a high-precision wire-batsd acquisition
(DAQ) system permanently installed in the NCREElifigg the DAQ system is set to a sampling rate26D Hz. A
separate set of wireless sensors are installedrasfthe wireless control system.

A RD-1005-3 magnetorheological (MR) damper manufieext by Lord Corporation is installed at each stofythe
structure. The damper is connected with an ugper fising a V-brace (Fig. 2c). A maximum dampiogce over 2kN
can be provided by each damper. Its damping ptiegecan be changed through an input current soufdes input
current determines the electric current of theted®eagnetic coil in the MR damper, which in turengrates a variable
magnetic field that sets the viscous damping prtgeenf the MR damper. The damper can respondagnetic field
changes within 15ms. Calibration tests are fiestdricted on the MR dampers before mounting thethatructure, so
that a modified Bouc-Wen force-displacement modei be formulated for the damper. The model is lamtb a
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Fig. 2. Experimental setup for wireless feedbaaktiam of a six-story structure.

previous Bouc-Wen damper model developed for a 2RI damper [19]. In the real-time feedback contests,
hysteresis model parameters for the MR damperaraiategral element in the calculation of dampeuirsignal. The
0~0.8V analog command signal generated by the eggelinit is fed into a specially designed signalveoter module,
which converts the voltage signal into a currentrse for the MR damper.

Basic configuration of the prototype wireless segsand control system is schematically shown in By A total of
seven Narada wireless units are installed in aegarel with the deployment strategy. Each wirelessisiinterfaced to
a Tokyo Sokushin VSE15-D velocity meter that measuhe absolute velocity response of each floawedkas at the
base (i.e. shake table velocity). The sensitigityhe velocity meter is 10V/(m/s) with a measuratriamit of £1 m/s.
Six wireless units (C1 through C6 in Fig. 2b) alsoaesponsible for commanding the MR dampersaddition to the
wireless sensing and control units, a remote datha@mmand server with a wireless transceiver ¢uded as an
optional element responsible for logging the flotwdreless data. During an experimental test,cbemmand server
first notifies the wireless sensing and controltsitd initiate automated operations. Once thé¢ stanmand is received,
the wireless units that are responsible for calgcsensor data start acquiring and broadcastitey ataa specified time
interval. Accordingly, the wireless units respdsifor commanding the actuators receive the sedata, calculate
desired control forces in real-time, and apply odrntommands at the specified time interval.

4. EXPERIMENTAL RESULTS

In this section, the experimental and simulatedcstiral responses are first compared to validageattturacy of the
structural model and the damper model. The differsystem architectures for the wireless feedbaghtrol

experiments, including centralized and decentrd|izzre described. Finally, the experimental restdr different
system architectures are compared.

4.1 Validation of the structure and damper models

A six degrees-of-freedom (DOF) lumped-mass modaeluding the structural stiffness, damping, and smaatrices, is
constructed for the laboratory structure. Simulad@d experimental seismic responses of the steietxe compared
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Fig. 3. Experimental and simulated inter-storytdrfbr a Chi-Chi (TCU-076 Station) earthquake eatiin with the peak
acceleration scaled to 1rfysommand voltages to all six dampers are fixe@Mat

without the dampers mounted on the structure. eClostch between the simulated and experimentabnsgs is
observed. In addition, simulated and experimefiate-displacement relationships are compared fogles MR
dampers, so that the damper simulation model islat@d. Six dampers are then mounted on thetsiy-structure.
Passive control tests are first conducted, whexettimmand voltages to the dampers are set atcléxel. Results for
the case with the command voltages fixed at OV mesented in Fig. 3. The solid curves in the #gshow the
experimental inter-story drifts at the first, fdurand sixth stories during one test run. The gdoexcitation is the 1999
Chi-Chi NS record at TCU-076 Station with its pemlund acceleration scaled to 1fn/sAlso plotted are the simulated
inter-story drifts at these three stories with tleenper voltages fixed at OV. The experimental sintllated drifts are
close to each other, which indicates that the satierh models for the structure and the dampereasanably accurate.

4.2 Multiple feedback system ar chitecturesfor the wireless control experiments

In the feedback control experiments, the velocigtars provide real-time measurement to the abswekltities on all
the floors. Absolute velocities at neighboringofle are then be used to compute inter-story vééacitTherefore, while
computing the control gain matric&sy, the output matrixDy has the form shown in Eq. (4). Centralized and
decentralized inter-story velocity feedback conscthemes are used for the wireless control expetsr{&ig. 4). The
degrees of centralization (DC) reflect differentmoounication network architectures, with each chamegresenting
one communication subnet. The actuators coverddnia subnet are allowed to access the wirelassosalata within
that subnet. For example, case DC1 implies eaoklesis channel covers only three stories and aadabtavo wireless
channels (subnets) are utilized. Constrained s/dbcentralized information structure, the gairtrirdor case DC1
has the following sparsity pattern:
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The matrixGyq is block-diagonal, with every bloce (/) being a 3-by-3 square matrix.

For case DC2, each wireless channel still covehg thinee stories, but an additional channel, Ck3jsed to cover the
second story through the fourth story. As a resolormation overlapping is present between wiglsubnets Chl and
Ch3 as well as between Ch2 and Ch3. For examienwhe wireless unit controlling the damper atdbeond story
makes control decisions, the unit has sensor data both subnet Chl and Ch3, i.e. the inter-st@lpaities from the
first story through the fourth story. Meanwhilbetwireless control unit at the first story onlyshdata from within
subnet Chl. Constrained by this overlapping infitffam structure, the gain matrix for case DC2 Hees following
sparsity pattern:

G, = , when DC= ¢ (7

L 16x6

Case DC3 specifies that one wireless channel calesix stories, which results in a centralizetbimation structure.
The decentralized control gain matrices are conmputsing the previously described control algoritrend then
embedded into the Narada wireless sensing/contitd prior to the experiments.

The control sampling frequency for each configunatis determined by the wireless communicationniageand the
time required for microcontroller computing. Thengputing procedures include calculating desiredrebiiorce for a
MR damper, updating the damper hysteresis moddlchaosing the appropriate command signal to seticetdamper.
For the Narada units with Chipcon CC2420 radioheaiteless transmission takes about 1.5ms to 2us.the seven
units to transmit all their associated sensor daquentially, a maximum of 14ms is needed. Compirthe

communication and computing delay, for a centrdlizechitecture such as DC3 in Fig. 4, the highaeshpding

frequency that can be achieved is 30Hz. This meanh control sampling period is 33.3ms, and osge sf time delay
is used in the discrete feedback control formutatiee.l = 1 in Eq. (1).

As the first group of experiments with the six-gtatructure, wireless communication using multipldénets has not
been implemented yet. The single channel commtiaitaf the CC2420 radio is used to emulate theo$f of

multiple-channel communication. At every sampliige step, each wireless unit receives data frdnotakr units;

when making control decisions, unnecessary seraar(de. data corresponding to zero entries irgiie matrices) are
discarded to emulate the effects of decentralizedrol architectures with partial sensor data.cases DC1 and DC2,
each subnet has the same number of wireless umdtseuires the same number of wireless transnmissi every
sampling time step. Therefore, same sampling &aqu of 30Hz is adopted for these two cases. Talamthe effect
that the centralized case DC3 should have longss tlelay than the two decentralized cases, a sagnfstequency of

10Hz is adopted for case DC3.



4.3 Comparison of control perfor mance using different system ar chitectures

Fig. 5 illustrates the structure’s peak inter-stdrifts for different system architectures, as vesdlan uncontrolled case
where the dampers are disconnected from the steictDompared with the uncontrolled case, all thvaeless control
schemes achieve significant reduction with respeehaximum inter-story drifts. Among the three tolied cases,
case DC2 (partially decentralized at 30Hz) achiglightly better performance than other two cas€amparing with
case DCI1 (fully decentralized at 30Hz), it is apewted that case DC2 achieves better performargaibe more sensor
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data information is available. The fact that cB€&2 is slightly better than case DC3 (centralized@Hz) illustrates
that in the decentralized wireless control casles, Higher sampling rate (due to lower communicataency) can
potentially compensate the loss of data from igrgpthe sensor data at faraway stories. Fig. Gpdatt of the time
history of the inter-story drifts at the bottom twtories. It shows that peak responses happerebatihe 8§ second
and the 11 second. Case DC2 illustrates smallest inter-sioifts at all peaks.

5. SUMMARY AND CONCLUSION

This paper describes latest large-scale laboratomeriments that are designed to evaluate the npesfice of

decentralized wireless structural control on assory structure. Commanded by wireless sensorsantiollers, semi-
active magnetorheological (MR) dampers are ingddafletween neighboring floors to apply real-timedfesck control

forces. Multiple centralized/decentralized contrichitectures have been investigated in the exyaris, in

combination with different sampling frequenciesesBlIts of the first group of experiments descrilmetthis paper shows
that decentralized control strategies may providaivalent or even superior control performance.egithat their
centralized counterparts could suffer longer feelllieme delay due to wireless communication latesci

Future research will continue to investigate bdta theory and implementation of wireless deceuziedlistructural
control. In addition to LQR, other decentralizemhtrol algorithms that may achieve better contretfprmance are
worth exploring. Initial progress has been made developing decentralized?, control algorithms, where

decentralized controllers are designed to minintim=?, norm of the closed-loop system transfer matrix.[2W/ith

regard to implementation, wireless feedback conggatems truly utilizing multiple channel commurioa will be
developed and tested in laboratory experimentsste®y performance can also be greatly improved hyl@rimg more
powerful embedded computing devices.
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